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Recurrent Neural Networks (RNN)

CNN: parameter sharing in space
RNN: parameter sharing in time (suitable for sequences, in particular sequences with variable lengths)



Basics



Basics



• Learns time dependency gradually:



“Proof” generated by RNN

• Training data – an algebraic geometry book





Unroll/Unfold a RNN in time



BPTT

• Backprop thru time t=T, T-1,….,2,1

• The weight variables w are shares across all time steps.

• So in backprop, they need to be imcremented when the grad flows 
back each time step



BPTT

• Backprop thru time

t=T,T-1,….,2,1



Bi-directional RNN

Figure from Graves.   Supervised Sequence Labelling with Recurrent Neural Networks 



Gradient Vanishing/Exploding problem 
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Gradient Vanishing/Exploding problem 



Gradient Clipping



Long Short Term Memory (LSTM)



Overview









In many papers, it looks like this

http://christianherta.de/lehre/dataScience/machineLearning/neuralNetworks/LSTM.php

http://christianherta.de/lehre/dataScience/machineLearning/neuralNetworks/LSTM.php




More compact



An LSTM Network



How LSTM deal with gradient vanishing problem

Figure from Graves.   Supervised Sequence Labelling with Recurrent Neural Networks 



Visualizing LSTM



Visualizing LSTM

Color: cell state



GRU (Gated Recurrent Unit) 



Application – Image Captioning

Deep Visual-Semantic Alignments for Generating Image Descriptions, Karpathy, Li





Some details - Loss function for training

• One could use the cross entropy loss (treating the output, by softmax, as a classification problem, 
i.e., classifying the words) ---

• Maximize the log probability assigned to the target labels (e.g., in Karpathy and Li) 

• Also called the perplexity measure (e.g., in Mao et al.) 

Mao et al. Explain Images with Multimodal Recurrent Neural Networks



Some Details - Embedding

• Embedding: We first embed each word to a short vector as follows:

Deep Visual-Semantic Alignments for Generating Image Descriptions, Karpathy, Li

Word2Vec is a very popular idea in natural language processing. Check it out for yourself.

Man - Woman + King = ? Answer: Queue. 









• Awesome RNN: a lot of useful references
• https://github.com/kjw0612/awesome-rnn

• Some slides borrowed from cs231n, cs224d at Stanford

http://cs231n.stanford.edu/syllabus.html

http://cs224d.stanford.edu/index.html


