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#### Abstract

Clustering is a central problem in unsupervised learning and data analytics. Solving clustering problems over uncertain and massive data has become increasingly important in many applications and has attracted a lot of attention in recent years. In this paper, we focus on two new challenges of clustering: uncertainty and massiveness.

In many application scenarios, the precise locations of the points are not known before, but can be estimated through noisy measurements. To capture this, we propose a new model for clustering such uncertain data. In our model, there is a collection $X$ of uncertain points in $\mathbb{R}^{d}$. Instead of knowing the precise location of every uncertain point $x \in X$, we can only estimate their locations through observations with noise. Upon each observation on an uncertain point $x$, we obtain an independent sample, which is assumed to follow a Gaussian distribution $N\left(x, I_{d}\right)$, where $I_{d}$ is the $d \times d$ identity matrix. The objective is to compute clustering problem such as the optimal $k$-median clustering on $X$ based on observations. We refer to the total number of observations as sample complexity which measures the statistical efficiency of an algorithm. we propose statistically and computationally efficient algorithms for computing approximate $k$-median clustering in this new model. In particular, we provide constant factor approximation algorithms with low sample complexity. To complement our algorithmic results, we also provide nearly matching sample complexity lower bounds.

We also consider the scenario where there is a large number of data points for the clustering task. In particular, the data may be too large to be read once. We study robust coresets for $(k, z)$-clustering with outliers. We show an improved connection between $\alpha$-approximation and robust coreset. This also leads to improvement upon the previous best known bound of the size of robust coreset for Euclidean space [Feldman and Langberg, STOC 11, [39]]. The new bound entails a few new results in clustering and property testing.
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## Chapter 1

## Introduction

Clustering is a central problem in unsupervised learning, data analytics, and statistics [70, 80, 6, 32]. Among various objectives of clustering, the center based clustering is arguably the most popular one. Particularly, in this paper, we care about the $(k, z)$-clustering problems. In the $(k, z)$-clustering problem, the objective is to find a $k$-subset $C \in[X]^{k}$ (which are called centers), such that the objective function $\operatorname{dist}_{z}(X, C):=\sum_{x \in X} d^{z}(x, C)$ is minimized, where $d(x, C):=\min _{y \in C} d(x, y)$ is the distance from the point $x$ to its closest center in $C$. In particular, $(k, 1)$-clustering is the well known $k$-median problem, ( $k, 2$ )-clustering the $k$-means problem, and ( $k, \infty$ )clustering the $k$-center problem.

As the dramatically increasing of the data set volume, dealing with uncertain and massive data is becoming a novel challenging task. Focusing on these challenges, this paper consists of two main parts. To capture the task of clustering uncertain data, in Chapter 2, we propose a new model for clustering uncertain Euclidean points. To handle massive data, in Chapter 3, we study the notion of robust coreset for $(k, z)$ clustering with outliers. The robust coreset has applications in property testing, which is a representative task for handling massive data. We will discuss the two parts more precisely in following two sections.

### 1.1 New Model to Capture Clustering of Uncertain Data

Clustering uncertain data has attracted lots of attention from computer science community (see, e.g., [82, [59], [34], [52]). In this chapter, we propose a new model for clustering noisy data points in Euclidean space. In this model, the task is to cluster a set $X$ of $n$ uncertain data points in $\mathbb{R}^{d}$. Instead of having the precise coordinate of every point in $X$, we can only take observations on these points. We refer to the access to every point $x \in X$ as sample access $\mathcal{O}(x)$. In an observation of $\mathcal{O}(x)$, we take one sample from $N\left(x, I_{d}\right)$.

One important motivation of our model is the scenario where we have some observations on data points instead of having accurate representations of data points. In this case, we wonder how to cluster these data points efficiently while minimizing the cost of observations.

We discuss two practical scenarios.

Scenario One A scientific team needs to distribute a collection of battery-powered wireless sensors in Antarctica. Certain sensor networking protocol requires to dividing the sensors into $k$ clusters. To obtain a good clustering, each sensor needs to report its coordinate to the central server. Each sensor has a positioning device (which has low battery power and inaccurate measures). Each position measurement returns a noisy sample, which is assumed to follow a Gaussian distribution centered at the sensor. Question: how to cluster the sensors efficiently meanwhile minimizing the total cost (i.e., the number of measurements)?

Scenario Two A recommendation system models every customer as a high dimensional point in Euclidean space and wants to divide the customers into some clusters. However, the system does not have the exact information of each customer. Instead, the system has many "realizations" of every customer. Here, a realization is a record of a customer's behavior, which reflects some partial information about the customer.

For example, her evaluation of a book or his recommendation of a book to a friend. Assume that there is a predictive machine learning algorithm that is used to estimate the customer's coordinate through his/her "realizations". Question: how to cluster the customers efficiently by using as few "realizations" as possible?

Among various clustering objectives, the center-based clustering is fundamentally important. The $k$-median clustering problem requires to partition the input data set $X$ into $k$ sets $X_{1}, \ldots, X_{k}$ and assign a center $v_{i}$ to every $X_{i}$ such that

$$
\begin{equation*}
\sum_{i=1}^{k} \sum_{x \in X_{i}}\left\|x-v_{i}\right\| \tag{1.1}
\end{equation*}
$$

is minimized over all possible partitions and centers, where $\|\cdot\|$ is the Euclidean norm. We consider the following noisy version of $k$-median in this chapter.

Definition 1.1.1 (Noisy $k$-median Problem). Let $\mathcal{O}(x)$ denote the sample access to $N\left(x, I_{d}\right)$, i.e., the standard Gaussian distribution centered at $x$. Given sample access $\left\{\mathcal{O}\left(x_{j}\right): j=1,2, \ldots, n\right\}$ to $n$ uncertain points. In every step, we are allowed to choose one $\mathcal{O}\left(x_{i}\right)$ and take a sample from it. The goal is to obtain a constant factor approximation of the optimal $k$-median value

$$
\mathrm{OPT}=\min _{V:|V|=k} \sum_{i=1}^{N} \min _{v \in V}\left\|x_{j}-v\right\| .
$$

and the corresponding approximate clustering centers, with probability at least $1-\delta$, while taking as few samples as possible.

Beyond (approximately) finding the optimal $k$-median value, we additionally require to find the corresponding centers. We want to remark that one can deduce from our algorithms and proofs that the additional task is a by-product. However, in many practical scenarios, finding the centers can be beneficial. In particular, the centers are the compression of the data so that one can quickly answer the question "which cluster does a point belong to?" with the help of centers.

Our work is closely related to the stochastic multi-armed bandit setting, which is a classical model for characterizing the exploration-exploitation trade-off when the
environment is stochastic. In the usual setting of multi-armed bandit, we are given $n$ stochastic arms, each associated with an unknown distribution of reward. In each step, we can pick an arm and get a reward sampled from its corresponding distribution. The typical objective for a multi-armed bandit instance includes maximizing the cumulative sum of rewards or minimizing the cumulative regret (see e.g., [14, 17]). Our work bears more resemblance with the so-called pure exploration setting, where the objective is to identify the optimal solution (or an approximate optimal one) with high-confidence while using as few samples as possible. This setting has attracted significant attention by its wide applications in medical trials, crowdsourcing, communication network, databases and online advertising [16, 29, 83]. Due to the relationship to the multi-armed bandit model, we also call the sample access $\mathcal{O}(x)$ $\left(x \in \mathbb{R}^{d}\right)$ an arm for simplicity.

Unlike in the usual setting of multi-armed bandit, one arm in our setting corresponds to a multi-dimensional distribution (in $\mathbb{R}^{d}$ ) instead of a reward distribution (in $\mathbb{R}$ ). If $d=1$, our model is actually the multi-armed bandit model. To the best of our knowledge, there is no existing result about clustering in the multi-armed bandit model. In this chapter, we will discuss the 1-median clustering in the multi-armed bandit model as a special case (Section 2.2) and provide an algorithmic result (Theorem 2.2.6) and a lower bound result (Theorem 2.4.1) which together gives the almost optimal sample complexity.

### 1.1.1 Main Contribution

We provide algorithmic results and lower bound results for Noisy $k$-median (Problem 1.1.1).

Theorem 1.1.2 (Informal statements of Theorems 2.1.3, 2.3.4 and 2.4.5. Let $X=$ $\left\{x_{1}, \ldots, x_{n}\right\} \subset \mathbb{R}^{d}$. Let $O P T=\min _{V:|V|=k} \sum_{i=1}^{N} \min _{v \in V}\left\|x_{j}-v\right\|$. There is an algorithm noisyKmedian, given sample access $\mathcal{O}\left(x_{j}\right)(j \in[n])$, outputs an $O(1)$-approximate $k$-median clustering and an $O(1)$-approximate $k$-median value on $X$, with sample
complexity

$$
\tilde{O}\left(d\left(n^{3} \mathrm{OPT}^{-2}+n\right)\right) .
$$

There is another algorithm noisyKmedian2, given sample access to $\mathcal{O}\left(x_{j}\right), j \in[n]$, outputs an $O(1)$-approximate $k$-median clustering and an $O(1)$-approximate $k$-median value on $X$, with sample complexity

$$
\tilde{O}\left(d k^{2}\left(n^{2} \mathrm{OPT}^{-2}+n\right)\right) .
$$

On the other hand, every algorithm which computes a 2-approximation for every noisy $k$-median instance requires at least

$$
\Omega\left(n^{2} \mathrm{OPT}^{-2}+n\right)
$$

many samples.

Another natural question for our model also arises: what is the best approximation ratio, e.g., can it be $1+\varepsilon$ for any $\varepsilon>0$ ? What is the sample complexity for achieving a better approximation ratio? This question has a simple positive answer: by noisyKmedian or noisyKmedian2, we can obtain an $O(1)$-approximation for OPT. We then estimate each uncertain point up to an error $\varepsilon \mathrm{OPT} / n$ and run any existing $k$-median algorithms on these estimations, e.g., exhaustive search 1 . The sample complexity is $O\left(d \varepsilon^{-2} n^{3} \mathrm{OPT}^{-2}\right)$. In Appendix B, we propose another algorithm with the sample complexity

$$
\tilde{O}\left(d\left(n^{3} \mathrm{OPT}^{-2}+\varepsilon^{-4} k n^{2} \mathrm{OPT}^{-2}+n\right)\right)
$$

which is more efficient when $n \gg k \varepsilon^{-2}$. The main idea is to first construct a coreset and then run existing $k$-median algorithms on the coreset.

[^0]
### 1.1.2 Technique Overview

Overview of Our NoisyKMedian Algorithm Our algorithm NoisyKMedian is UCB-based (Upper confidence Bound), i.e., it maintains a confidence ball on each uncertain point. Precisely, at the $i$-th round, we estimate every uncertain point $x \in X$ to $O\left(2^{-i}\right)$ in the Euclidean distance and compute the approximate optimal $k$ centers on these estimates. Then we check if current centers are actually an $O(1)$-approximate $k$-median clustering. Our checking process involves the problem of computing the distance from $n$ uncertain points to $k$ centers, which has a delicate structure. If an uncertain point is very close to a center, we need to spend many samples to estimate the distance. To overcome this problem, we design a UCB-based algorithm DisNATKP to omit those distances which are too small compared to the total distance.

Overview of Our NoisyKMedian2 Algorithm Our algorithm NoisyKMedian2 is based on an inherently different idea. This algorithm is testing-based and designed to achieve a better sample complexity on the parameter $n$. To achieve this goal, we need a process with the same function as DisNATKP but with tighter sample complexity on $n$. In fact, we construct such a process called TestNATKP, based on a sampling technique which estimates the contribution of those data points close to the given $k$ centers and takes much fewer samples than DisNATKP. Then based on TestNAPKP, we show that given a noisy $k$-median instance and a number $C>0$, there is an algorithm TestKmedian to test whether the optimal $k$-median value is larger than $10 C$ or smaller than $C / 10$. At a high level, our testing algorithm guesses arms which can be an estimation of the optimal centers and estimates the locations of those arms by taking enough samples. However, our testing algorithm needs to call TestNAPKP at least $\Omega\left(n^{k}\right)$ times. Hence Algorithm TestKmedian requires exponential time in $k$ which is a weakness compared to NoisyKMedian. Finally, we construct a simple binary search procedure NoisyKMedian2 by calling TestKmedian to decide the value of (approximate) optimal solution.

Overview of Our Lower Bound We provide both the instance lower bound and worst-case lower bound for the noisy $k$-median problem. For our instance lower bound $\Omega\left(n^{2} \mathrm{OPT}^{-2}+n\right)$, we use the "Change of Distribution" lemma (Lemma 1.4.3) and follow a classical framework for lower bounding the sample complexity of randomized algorithms. We perturb the data points and obtain a new instance such that the optimal $k$-median value changes significantly. Then we use the "Change of Distribution" lemma to lower bound the sample complexity of any algorithm which distinguishes the two instances. Especially, when $d=k=1$, our instance lower bound (Theorem 2.4.5) matches the algorithmic upper bound (Theorem 2.1.3).

For our worst-case lower bound, we construct a sequence of noisy $k$-median instances which require $\Omega\left(\sqrt{d} n^{2} \mathrm{OPT}^{-2}+n\right)$ samples. It implies that the factor $d$ is also important and cannot be omitted in the sample upper bound. Our main approach is to reduce the problem to the statistical task of distinguishing the case that the center of a normal distribution is 0 or significantly larger than 0 (see Lemma 2.4.1).

### 1.2 Handling Massive Data: Robust Coreset and Property Testing

A powerful technique for solving the $(k, z)$-clustering problem is to construct coresets [56, 28, 39, 42]. A coreset is a weighted subset of the point set, such that for any set of $k$ centers, the objective function computed from the coreset is approximately the same as that computed from all points in $X$. Hence, a coreset can be used as proxy for the full data set: one can apply the same algorithm on the coreset, and the result on the coreset approximates that on the full data set.

Definition 1.2.1. An $\varepsilon$-coreset for the $(k, z)$-clustering problem in metric space $M(X, d)$ is a weighted subset $S$ of $X$ with weight $w: S \rightarrow \mathbb{R}_{\geq 0}{ }^{2}$, such that for

[^1]any $k$-subset $C \in[X]^{k}$,
$$
\sum_{x \in S} w(x) \cdot d^{z}(x, C) \in(1 \pm \varepsilon) \cdot \mathcal{K}_{z}(X, C) .
$$

Typically, we require that the size of the coreset depends on $1 / \varepsilon, k$ and $z$ (independent of $|X|$ ). Apparently, a small coreset is much cheaper to store and can be used to estimate the objective function more efficiently. In fact, constructing coresets can be useful in designing more efficient approximation algorithms for many clustering problems, with various constraints and outliers [39, 43, 42, [13, 45, 71].

However, constructing coresets needs at least reading the whole data set once. When dealing with massive data, especially when the data becomes to large to be read once, we require the notion of robust coreset which is a relaxed version of coreset. The most important advantage of robust coreset is that it can be constructed by uniform sampling (and hence in sublinear time)The notion of robust coreset was first introduced in [39]. In the following, we give the definition of robust coreset for the ( $k, z$ )-clustering problem with outliers.

Definition 1.2.2 (robust coresets). Let $M(X, d)$ be a metric space. Let $0<\gamma \leq 1$, $0 \leq \varepsilon, \alpha \leq \frac{1}{4}, k \geq 1$ and $z>0$. For any $H \subseteq X$ and $C \in[X]^{k}$, let

$$
\mathcal{K}_{z}^{-\gamma}(H, C):=\min _{H^{\prime} \subseteq H:\left|H^{\prime}\right|=\lceil(1-\gamma)|H|\rangle} \sum_{x \in H^{\prime}} d^{z}(x, C)
$$

denote the sum of the smallest $\lceil(1-\gamma)|H|\rceil$ values $d^{z}(x, C)$ over $x \in H$ (i.e., we exclude the largest $\gamma|H|$ values as outliers). An $(\alpha, \varepsilon)$-robust coreset for the $(k, z)$-clustering problem with outliers is a subset $S \subseteq X$ such that for any $k$-subset $C \in[X]^{k}$ and any $\alpha<\gamma<1-\alpha$,

$$
(1-\varepsilon) \cdot \frac{\mathcal{K}_{z}^{-(\gamma+\alpha)}(X, C)}{|X|} \leq \frac{\mathcal{K}_{z}^{-\gamma}(S, C)}{|S|} \leq(1+\varepsilon) \cdot \frac{\mathcal{K}_{z}^{-(\gamma-\alpha)}(X, C)}{|X|} .
$$

Our result for robust coreset for $(k, z)$-clustering is presented in the following theorem, which generalizes and improves the prior result in [39] for Euclidean space.

Beyond Euclidean Space, we also generalize the robust coreset to metric space with bounded doubling dimension which is arguably the most popular notion to capture the complexity of metric space. Precisely, a metric space $M(X, d)$ has doubling dimension $t$, if $t$ is the smallest number such that every ball in $X$ can be covered by at most $2^{t}$ balls of half the radius [8, 53]. We denote the doubling dimension by $\operatorname{ddim}(M)$. The doubling dimension measures the intrinsic dimensionality of a general metric space, and it generalizes the dimension of normed vector spaces, where $t$ dimensional $\ell_{p}$ space has doubling dimension $O(t)$ [8]. Many problems have been studied in doubling metrics, such as spanners [46, 33, 50, 51, 19, 25, 24, 77, 20, metric embedding [53, 1, 21], nearest neighbor search [31, 60, 57], and approximation algorithms [79, 10, 18, 23, 22, 45].

Theorem 1.2.3 (informal, robust coreset). Let $M(X, d)$ be a doubling metrics (a $d$-dimensional Euclidean space resp.). Let $S$ be a uniform sample of size $\tilde{O}(k$. $\left.\operatorname{ddim}(M) / \alpha^{2}\right)\left(\tilde{O}\left(k d / \alpha^{2}\right)\right.$ resp.) from $X$. Then with constant probability, $S$ is an $(\alpha, \varepsilon)$-robust coreset ( $(\alpha, 0)$-robust coreset resp.) for the ( $k, z)$-clustering problem with outliers.

The definition of robust coreset in [39] is slightly different from ours. ${ }^{3}$ One can directly check that in Euclidean space, an $(\gamma \varepsilon / 4,0)$-robust coreset in Definition 1.2.2 is an $(\gamma, \varepsilon)$-coreset in [39, Definition 8.1]. Thus the above theorem improves the size of $(\gamma, \varepsilon)$-coreset in [39, Corollary 8.4] from $\tilde{O}\left(k d \gamma^{-2} \varepsilon^{-4}\right)$ to $\tilde{O}\left(k d \gamma^{-2} \varepsilon^{-2}\right)$.

Furthermore, we demonstrate an application of robust coresets in property testing (Section 3.2). We design a simple testing algorithm for $(k, z)$-clustering. Alon et al. [4] first considered the property testing problem in the context of clustering. In particular, they studied the testing algorithm for $k$-center clustering. In this paper, we use robust coreset to develop a unified testing algorithm for $(k, z)$-clustering (for constant $k$ and $z$ ). The testing algorithms can be converted into a sublinear time approximation algorithms for clustering with outliers. As pointed out in [4], one

[^2]interesting benefit of such algorithms is that they can answer the query "which cluster does a data point belong to", without really partition all the data points.

Constructing robust coresets is also a useful subroutine in several other problems, such as robust median and bi-criteria approximation for projective clustering (see [39]). Hence, our improvement may lead to certain improvements of these problems as well. Since this is not the focus of the this paper, we do not go into the details.

### 1.3 Related Work

Deterministic $k$-median clustering has attracted a lot of attention. Charikar et al. [26] gave the first constant factor ( $\frac{20}{3}$ ) approximation algorithm by LP-rounding. Jain and Vazirani [62] improved the constant factor to 6 by reducing the $k$-median problem to the Uncapacitated Facility Location (UFL) problem. The approximation ratio was further improved to $3+\varepsilon$ by the well-known local search heuristics [61, 7]. The current best approximation ratio achieved by [15] is $2.675+\varepsilon$, based on a breakthrough work 68.

Clustering problems in different stochastic settings have been studied before, such as the locational uncertainty model and the existential uncertainty model. In both stochastic geometry models, the distribution of each data point is known previously. Many clustering problems have been studied in such models. Feldman and Langberg [40] considered the $k$-median problem, the $j$-flat-median (i.e., subspace approximation) problem, and the $k$-line-median problem in the deterministic setting. Note that their techniques also work for the stochastic variants. Huang and Li 59 investigated the stochastic $k$-center and $j$-flat-center problems in both stochastic geometry models.

Recently, Mazumdar and Saha [72] also considered clustering with noisy queries. However, their model is inherently different from ours. The oracle in their model answers query of the the form "Do points $i$ and $j$ belong to the same cluster" and returns the correct answer with certain probability. Moreover, they study the problem of exactly reconstructing the underling clustering instead of computing an approximated clustering.

Feldman and Langberg [39] first studied the notion of robust coreset to handle the clustering problems with outliers. In $\mathbb{R}^{d}$, they showed how to construct a $(\gamma, \varepsilon)$-coreset ${ }^{4}$ of size $\tilde{O}\left(k d \varepsilon^{-4} \gamma^{-2}\right)$ by uniform sampling. We improve the bound to $\tilde{O}\left(k d \varepsilon^{-2} \gamma^{-2}\right)$. Later, Feldman et al. 43] developed another notion called weighted coreset to handle outliers. They used such coresets to design an $(1+\varepsilon)$-approximation algorithm for the $k$-median problem with outliers.

In the seminal paper [2], Agarwal et al. proposed the notion of coresets for the directional width problem (in which a coreset is called an $\epsilon$-kernel) and several other geometric shape-fitting problems. Since then, coresets have become increasingly more relevant in the era of big data as they can reduce the size of a dataset with provable guarantee that the answer on the coreset is a close approximation of the one on the whole dataset. Many efficient algorithms for constructing small coresets for clustering problems in Euclidean spaces are known (see e.g., [3, 54, 28, 55, 67, 39, 42, 13]). In particular, Feldman and Langberg [39] showed a construction for $\varepsilon$-coresets of size $\tilde{O}\left(d k / \varepsilon^{2 z}\right)$ for general $(k, z)$-clustering problems with arbitrary $k$ and $z$, in $\tilde{O}(n k)$ time. For the special case that $z=2$ which is the $k$-means clustering, Braverman et al. [13] improved the size to $\tilde{O}\left(k^{2} \min \{k / \varepsilon, d\} / \varepsilon^{2}\right)$, which is independent of the dimensionality $d$. For another special case $z=\infty$, which is the $k$-center clustering, an $\varepsilon$-coreset of size $O\left(k / \varepsilon^{d}\right)$ can be constructed in $O\left(n+k / \varepsilon^{d}\right)$ time, for $\mathbb{R}^{d}$ [3, 54]. For another special case $z=\infty$, which is the $k$-center clustering, an $\varepsilon$-coreset of size $O\left(k / \varepsilon^{d}\right)$ can be constructed in $O\left(n+k / \varepsilon^{d}\right)$ time, for $\mathbb{R}^{d}[3,54]$. For general metrics, an $\varepsilon$-coreset for the $(k, z)$-clustering problem of size $O\left(k \log n / \varepsilon^{2 z}\right)$ can be constructed in time $\tilde{O}(n k)$ [39]. We refer interested readers to Phillips's survey [73] for more construction algorithms as well as the applications of coresets in many other areas.

Property Testing is proposed in the seminal work of [75] and [47], which is generally the study of designing and analyzing of randomized decision algorithm on efficiently making decision whether the given instance is having certain property or

[^3]somewhat far from having it. Significantly, the query complexity of efficient property testing algorithm is often sublinear on the size of its accessing instance. Many important properties have been studied in the context of property testing, such as linearity ([12], [11], [49], [76], [35]), low-degree([4], [5], [63], [64], [74]), and monotonicity ([37], [38], [44], [48], [30]).

### 1.4 Preliminaries

Recall that $\mathcal{O}(x)\left(x \in \mathbb{R}^{d}\right)$ denotes the sample access to uncertain point $x$ with Gaussian noise, i.e., a sample of $\mathcal{O}(x)$ follows from the distribution $N\left(x, I_{d}\right)$. Since our model is a high dimensional variant of the multi-armed bandit model, we also call $\mathcal{O}(x)$ an arm for simplicity. The distance from an $\operatorname{arm} \mathcal{O}(x)$ to a point $p \in \mathbb{R}^{d}$ is defined to be $\|x-v\|$ where $\|\cdot\|$ is the Euclidean norm.

We use $[n]$ to denote the set $\{1,2, \ldots, n\}$. For a point $x \in \mathbb{R}^{d}$ and a set of points $V$, the distance between $x$ and $V$ is defined to be $\operatorname{dist}(x, V)=\min _{v \in V}\|x-v\|$. For a set of points $X \subset \mathbb{R}^{d}$, we define $\operatorname{cost}(X, V)=\sum_{x \in X} \operatorname{dist}(x, V)$. When $V=\{v\}$, with a little abuse of notation we also refer to $\operatorname{cost}(X, V)$ as $\operatorname{cost}(X, v)$. Also in what follows, $B(x, r)$ for $x \in \mathbb{R}^{d}, r>0$ denotes an open ball centered at $x$ with radius $r$. We say a point $x$ or an $\operatorname{arm} \mathcal{O}(x)$ is $C$-far from a point $p$ if $\|x-p\| \geq C$.

An algorithm is called an $\alpha$-approximation algorithm for $k$-median on $X$ if it computes a set of k centers such that $\operatorname{cost}(X, V) \leq \alpha$ OPT where OPT is the optimal $k$-median value on $X$. A randomized algorithm is called $\delta$-correct if it succeeds with probability at least $1-\delta$.

We use $\tilde{O}_{\alpha}(f)$ to hide polylogarithmic factor on $\alpha$ and $f$. Precisely, $\tilde{O}_{\alpha}(f(x))$ denotes a variable in $O(f(x)$ poly $(\log f(x), \log \alpha))$. We need the following classical concentration inequality for Gaussian vectors.

Theorem 1.4.1 (See e.g. [81]). Let $x$ be a standard Gaussian vector centered at $\mu \in \mathbb{R}^{d}$, i.e., $x$ is taken from $N\left(\mu, I_{d}\right)$. Then

$$
\operatorname{Pr}(|\|x-\mu\|-\sqrt{d}| \geq \varepsilon) \leq 2 \exp \left(-c \varepsilon^{2}\right)
$$

for some constant $c>0$.

We also need the following classical additive Chernoff bound.

Theorem 1.4.2 (Chernoff Bound). Let $\varepsilon>0$ be some constant. Let $x_{1}, x_{2}, \ldots, x_{m}$ be i.i.d 0-1 random variables and $\mu=\mathbb{E} x_{1}$. Then

$$
\operatorname{Pr}\left(\left|\frac{1}{m} \sum_{i=1}^{m} x_{i}-\mu\right| \geq \varepsilon\right) \leq 2 e^{-2 m \varepsilon^{2}}
$$

Change of Distribution. The following "Change of Distribution" lemma, formulated by [65], characterizes the behavior of an algorithm when underlying distributions of the arms are slightly altered, and is thus useful for proving sample complexity lower bounds. In the following, $\operatorname{Pr}_{\mathbb{A}, \mathcal{C}}$ and $\mathbb{E}_{\mathbb{A}, \mathcal{C}}$ denote the probability and expectation when algorithm $\mathbb{A}$ runs on instance $\mathcal{C}$.

Lemma 1.4.3 (Change of Distribution). Let $\mathbb{A}$ be an algorithm that runs on $n$ arms, and let $\mathcal{C}=\left(a_{1}, a_{2}, \ldots, a_{n}\right)$ and $\mathcal{C}^{\prime}=\left(a_{1}^{\prime}, a_{2}^{\prime}, \ldots, a_{n}^{\prime}\right)$ be two sequences of $n$ arms. Let random variable $\tau_{i}$ denote the number of samples taken from the $i$-th arm. For any event $\mathcal{E}$ in $\mathcal{F}_{\tau}$, where $\tau$ is a stopping time with respect to the filtration $\left\{\mathcal{F}_{t}\right\}_{t \geq 0}$, it holds that

$$
\sum_{i=1}^{n} \mathbb{E}_{\mathbb{A}, \mathcal{C}}\left[\tau_{i}\right] \operatorname{KL}\left(a_{i}, a_{i}^{\prime}\right) \geq d\left(\operatorname{Pr}_{\mathbb{A}, \mathcal{C}}[\mathcal{E}], \operatorname{Pr}_{\mathbb{A}, \mathcal{C}^{\prime}}[\mathcal{E}]\right)
$$

Let $\operatorname{KL}\left(a_{1}, a_{2}\right)$ denote the Kullback-Leibler divergence from the distribution of $\operatorname{arm} a_{2}=\mathcal{O}\left(x_{2}\right)$ to that of arm $a_{1}=\mathcal{O}\left(x_{1}\right)$. We will need the following fact when using the above lemma in this paper.

$$
\begin{equation*}
\mathrm{KL}\left(N\left(x_{1}, I_{d}\right), N\left(x_{2}, I_{d}\right)\right)=\frac{1}{2}\left\|x_{1}-x_{2}\right\|^{2} \tag{1.2}
\end{equation*}
$$

Deterministic $k$-Median Algorithm. In this paper, we use as subroutine an algorithm in [15], which has the current best approximation guarantee for $k$-median. We formalize the result here.

Theorem 1.4.4. There is a polynomial time algorithm $\operatorname{BPRS}(\cdot)$ which receives a set $X$ of deterministic points in $\mathbb{R}^{d}$ and outputs an $\alpha$-approximation $k$-median clustering for $\alpha<2.676$.

Definition 1.4.5 (doubling dimension). A metric space has doubling dimension at most $t$, if any ball can be covered by at most $2^{t}$ balls of half the radius. The doubling dimension of a metric space $M$ is denoted as $\operatorname{ddim}(M)$.

We adapt the function representation used in [39, Definition 7.2], but specifically tailored to our own needs. In particular, since we focus on the clustering problems in a doubling metric $M(X, d)$, the ground set is $[X]^{k}$ (the set of $k$-subsets) throughout the paper. When $k=1$, we use $X$ to represent $[X]^{1}$ for simplicity.

We mainly focus on range spaces induced by a metric space. Hence we always consider indexed function sets. A set of functions $\mathcal{F}$ is called indexed, if there exists an index set $V$ such that $\mathcal{F}=\left\{f_{x} \mid x \in V\right\}$. In most cases, we simply use $V=X$ as the index set.

Range Space. Let $\mathcal{F}$ be an indexed function set. Define $\operatorname{range}(\mathcal{F}, C, r):=\left\{f_{x} \in \mathcal{F} \mid f_{x}(C) \leq r\right\}$ for $C \in[X]^{k}, r \geq 0$. Define $\operatorname{ranges}(\mathcal{F}):=\left\{\operatorname{range}(\mathcal{F}, C, r) \mid C \in[X]^{k}, r \geq 0\right\}$ to be the collection of all the range sets. The range space of $\mathcal{F}$ is defined as the pair $(\mathcal{F}, \operatorname{ranges}(\mathcal{F}))$.

Now, We define the dimension of a range space, following [39].

Definition 1.4.6 ((shattering) dimension of a range space). Suppose $\mathcal{F}$ is an indexed function set with ground set $[X]^{k}$. The (shattering) dimension of the range space $(\mathcal{F}, \operatorname{ranges}(\mathcal{F}))$, or simply the (shattering) dimension of $\mathcal{F}$, denoted as $\operatorname{dim}(\mathcal{F})$, is the smallest integer $t$, such that for any $\mathcal{D} \subseteq \mathcal{F}$ with $|\mathcal{D}| \geq 2$, $|\operatorname{ranges}(\mathcal{D})| \leq|\mathcal{D}|^{t}$. We note that in $\operatorname{ranges}(\mathcal{D})$, the same ground set $[X]^{k}$ is implicit.

We need a well studied notion in the PAC learning theory, called $\alpha$-approximation.

Definition 1.4.7 ( $\alpha$-approximation of a range space). Given a range space $(\mathcal{F}, \operatorname{ranges}(\mathcal{F})$ ) (with ground set $[X]^{k}$ ), a set $\mathcal{S} \subseteq \mathcal{F}$ is an $\alpha$-approximation of the range space, if for
every $\operatorname{ranges}(\mathcal{F}, C, r) \in \operatorname{ranges}(\mathcal{F})\left(C \in[X]^{k}, r \geq 0\right)$

$$
\left|\frac{|\operatorname{range}(\mathcal{F}, C, r)|}{|\mathcal{F}|}-\frac{|\mathcal{S} \cap \operatorname{range}(\mathcal{F}, C, r)|}{|\mathcal{S}|}\right| \leq \alpha
$$

In particular, it was shown that a small sized (depending on $\alpha$ and the VC dimen$\operatorname{sio}^{(5)}$ independent sample from the function set is an $\alpha$-approximation with constant probability (see for example [69]).

[^4]
## Chapter 2

## The Sample Complexity of Stochastic $k$-median Problem

This chapter is devoted to the noisy $k$-median problem 1.1.1. In Section 2.1, we present and analyze the first approximation algorithm NoisyKMedian. For the simplest case $k=d=1$, we present an algorithm with lower sample complexity in Section 2.2. Then we apply our technique in Section 2.2 to the general setting and obtain the second algorithm NoisyKMedian2 in Section 2.3. In Section 2.4, we study both the instance-wise and worst-case lower bound for noisy $k$-median. Appendix A includes all missing proofs in the main text, and Appendix B includes our coreset construction algorithm.

### 2.1 An Upper Confidence Bound(UCB)-based Algorithm

In this section, we first develop an algorithm to compute the sum of distances from $n$ arms to fixed $k$ centers. Then, we show how to solve the noisy $k$-median problem based on this algorithm.

### 2.1.1 Computing Sum of Distances from $n$ Arms to $k$ Points

We introduce an UCB-based algorithm for computing the sum of distances from $n$ arms to fixed $k$ centers. This algorithm is a critical process in Algorithm 2 which solves the noisy $k$-median problem.

Intuitively, we can compute distances between every arm-center pair in parallel. The difficulty is that if the distance from an arm to a center is too small, we need a huge number of samples to compute a constant factor approximation for this distance. To deal with this problem, our algorithm DisNATKP iteratively estimates every distance from an arm to the fixed set $V$ of $k$ centers. In the process of the algorithm, we omit all remaining small distances once we confirm that their contributions to the total sum can be safely neglected.

Before stating the result, we highlight the critical steps in DisNATKP. Our algorithm iteratively estimates the distance from every arm to $V$ and always maintains an estimation $D$ of the total sum. At the beginning of each iteration, the algorithm checks if the contribution of all remaining arms can be safely neglected compared to $D$ in Line 3. If it is not the case, the algorithm starts a new iteration. In Line 4, the algorithm decides the number of samples for each arm in $i$-th round, say $m_{i}$. In Line 5 , the algorithm estimates $x_{j}$ for each arm by the average $x_{j}^{(i)}$ of $m_{i}$ samples taken from $\mathcal{O}\left(x_{j}\right)$. Observe that $m_{i}$ increases exponentially in each round by Lines 4 and 12. Hence the estimation $x_{j}^{(i)}$ is guaranteed to be more and more accurate. From Line 6 to Line 11, the algorithm checks for each $j$ whether $x_{j}^{(i)}$ is already a good approximation for the distance between $x_{j}$ and $V$. If it is the case, the algorithm adds $\operatorname{dist}\left(x_{j}^{(i)}, V\right)$ to the total sum of distances $D$.

Lemma 2.1.1. Let $\mathrm{DIS}=\sum_{j \in[n]} \operatorname{dist}\left(x_{j}, V\right)$. The algorithm $\operatorname{dis} \operatorname{NATKP}(X, V, \delta)$ takes at most

$$
\tilde{O}_{\delta^{-1}}\left(d\left(n^{3} \mathrm{DIS}^{-2}+n\right)\right)
$$

many samples and outputs $D \in\left[\frac{2}{5} \mathrm{DIS}, \frac{3}{2} \mathrm{DIS}\right]$, with probability at least $1-\delta$.
Proof. Define events $\mathcal{E}_{i}=\left\{\omega: \forall j \in[n],\left\|x_{j}^{(i)}-x_{j}\right\| \leq r_{i}\right\}, \mathrm{i}=1,2, \ldots$ By the definition of $x_{j}^{(i)}$, we know that $\sqrt{m} x_{j}^{(i)}$ follows a Gaussian distribution $N\left(\sqrt{m} x_{j}, I_{d}\right)$. Then by

```
Algorithm 1 DisNATKP \(\left(X=\left\{\mathcal{O}\left(x_{i}\right): i=1,2, \ldots, n\right\}, V, \delta\right)\)
Require: A sample access \(\mathcal{O}\left(x_{i}\right)\) to \(N\left(x_{i}, I_{d}\right)\) for each \(i \in[n]\), a set \(V\) of \(k\) centers
    and a confidence parameter \(\delta \in(0,1)\).
Ensure: A number \(D\) as an approximation of \(\sum_{i=1}^{n} \operatorname{dist}\left(x_{i}, V\right)\).
    \(r_{1} \leftarrow 1, i \leftarrow 1, D \leftarrow 0\), and \(T \leftarrow n\).
    For every \(j \in[n]\), flag \((j) \leftarrow\) FALSE.
    while \(48 T r_{i} \geq D\) do
        \(m_{i}=O\left(r_{i}^{-2}\left(d+\log \left(\delta^{-1} n i\right)\right)\right)\).
        Take \(m_{i}\) samples from every arm \(\mathcal{O}\left(x_{j}\right)(j \in[n])\) and compute the average \(x_{j}^{(i)}\)
        as an estimate of \(x_{j}\).
        for \(j=1,2, \ldots, n\), \(\operatorname{flag}(j)=\) FALSE do
            For every \(v \in V\), compute \(c_{j v}=\max _{y \in B\left(x_{j}^{(i)}, 3 r_{i}\right)}\|y-v\|\) and \(d_{j v}=\)
            \(\min _{y \in B\left(x_{j}^{(i)}, 3 r_{i}\right)}\|y-v\|\).
            if \(\left(\forall v \in V, d_{j v}>0\right.\) and \(\left.\exists v_{1} \forall v_{2} \neq v_{1}, c_{j v_{1}} \leq 2 d_{j v_{2}}\right)\) then
                    \(\operatorname{flag}(j) \leftarrow\) TRUE, \(D \leftarrow D+\operatorname{dist}\left(x_{j}^{(i)}, V\right), T \leftarrow T-1\).
            end if
        end for
        \(r_{i+1} \leftarrow r_{i} / 2, i \leftarrow i+1\).
    end while
    return \(D\).
```

Theorem 1.4.1, we have

$$
\begin{equation*}
\operatorname{Pr}\left[\left\|\sqrt{m}\left(x_{j}^{(i)}-x_{j}\right)\right\| \geq \sqrt{m} r_{i}\right] \leq \operatorname{Pr}\left[\left|\left\|\sqrt{m}\left(x_{j}^{(i)}-x_{j}\right)\right\|-\sqrt{d}\right| \geq \sqrt{m} r_{i}-\sqrt{d}\right] \leq \frac{\delta}{3 n i^{2}} \tag{2.1}
\end{equation*}
$$

Then by the union bound, we have

$$
\operatorname{Pr}\left[\mathcal{E}_{i}\right] \geq 1-\sum_{j \in[m]} \operatorname{Pr}\left[\left\|x_{j}^{(i)}-x_{j}\right\| \geq r_{i}\right] \stackrel{\text { Eq. }}{\geq} 1-n \cdot \frac{\delta}{3 n i^{2}}=1-\frac{\delta}{3 i^{2}}
$$

Let $\mathcal{E}=\cap_{i \geq 1} \mathcal{E}_{i}$. We have

$$
\operatorname{Pr}[\mathcal{E}] \geq 1-\frac{\delta}{3}\left(1+\frac{1}{2^{2}}+\frac{1}{3^{2}}+\ldots\right) \geq 1-\delta
$$

Next, we need the following lemma for preparation. It's a very fundamental argument for UCB-based algorithm, and the proof can be found in Appendix A.

Lemma 2.1.2. Conditioned on $\mathcal{E}$, for any integer $i>0$ and $j \in[n]$, if $r_{i} \leq$ $\operatorname{dist}\left(x_{j}, V\right) / 12$, then $\operatorname{flag}(j)$ has been set to be "TRUE" at the $i$-th round. If $r_{i}>$ $\operatorname{dist}\left(x_{j}, V\right) / 2$, then $\operatorname{flag}(j)$ remains "FALSE" at the $i$-th round. Consequently, if $\operatorname{flag}(j)$ is set to be "TRUE" at the $i$-th round, then $\operatorname{dist}\left(x_{j}^{(i)}, V\right) \in\left[\frac{1}{2} \operatorname{dist}(x, V), \frac{3}{2} \operatorname{dist}\left(x_{j}, V\right)\right]$.

Now we come back to prove Lemma 2.1.1. Conditioned on $\mathcal{E}$, denote by TR the set of $j \in[n]$ such that $\operatorname{flag}(j)$ is "TRUE" when the algorithm terminates. Let $\mathrm{FL}=[n] \backslash \mathrm{TR}$ be its complement. For $j \in \mathrm{TR}$, assume flag $(j)$ is set to be "TRUE" at the $i_{j}$-th round of the while-loop. In what follows, we assume variables $i, T, D$ and $r_{i}$ are taking their values when the algorithm terminates (which means the condition of Line 3 is not satisfied). Then we have,

$$
D=\sum_{j \in \mathrm{TR}} \operatorname{dist}\left(x_{j}^{\left(i_{j}\right)}, V\right) \stackrel{\text { Lemma }}{\leq} \sum_{j \in \mathrm{TR}} \frac{3}{2} \operatorname{dist}\left(x_{j}, V\right) \leq \frac{3}{2} \mathrm{DIS} .
$$

By Lemma 2.1.2, we know that for every $j \in \mathrm{FL}$,

$$
\begin{equation*}
\operatorname{dist}\left(x_{j}, v\right)<12 r_{i-1} \tag{2.2}
\end{equation*}
$$

since flag $(j)$ remains "False" at the $(i-1)$-th round. Hence

$$
\begin{align*}
\mathrm{DIS} & =\sum_{j \in[n]} \operatorname{dist}\left(x_{j}, V\right) \\
& =\sum_{j \in \mathrm{TR}} \operatorname{dist}\left(x_{j}, V\right)+\sum_{j \in \mathrm{FL}} \operatorname{dist}\left(x_{j}, V\right) \\
& \leq \sum_{j \in \mathrm{TR}} 2 \operatorname{dist}\left(x_{j}^{\left(i_{j}\right)}, V\right)+\sum_{j \in \mathrm{FL}} 12 r_{i-1}  \tag{Lemma2.1.2andEq.2.2}\\
& =2 D+24 T r_{i} \\
& <2 D+24 D / 48 \\
& =\frac{5}{2} D
\end{align*}
$$

$$
\left(r_{i}=r_{i-1} / 2\right)
$$

(Line 3 and the fact that $i$ is the last round)

Hence $D \in\left[\frac{2}{5}\right.$ DIS, $\frac{3}{2}$ DIS $]$.
Now we consider the sample complexity. Since $m_{i+1} \geq 4 m_{i}$, the total sample
complexity is bounded by the number of samples taken at the last round of the whileloop. Therefore, we only need to bound $r_{i}$ at the last round of the while-loop since the number of samples $m_{i}$ is determined by $r_{i}$.

Suppose $i>1$ and $r_{i-1}<\frac{\text { DIS }}{1000 n}$. Then for every $j \in[n]$ such that $\operatorname{dist}\left(x_{j}, V\right) \geq$ $\frac{12 \text { DIS }}{500 n} \geq 12 r_{i-2}, \operatorname{flag}(j)$ has been set to be "TRUE" at the $(i-2)$-th round by Lemma 2.1.2. Then in Line 3 of the $(i-1)$-th round, we have

$$
\begin{aligned}
D & \geq \frac{1}{2} \sum_{j: \operatorname{dist}\left(x_{j}, V\right) \geq \frac{12 \mathrm{DIS}}{500 n}} \operatorname{dist}\left(x_{j}, V\right) \geq \frac{1}{2}\left(\mathrm{DIS}-\sum_{j: \operatorname{dist}\left(x_{j}, V\right)<\frac{12 \mathrm{DIS}}{500 n}} \operatorname{dist}\left(x_{j}, V\right)\right) \\
& \geq \frac{1}{2}\left(\mathrm{DIS}-n \cdot \frac{12 \mathrm{DIS}}{500 n}\right) \geq \frac{1}{2}\left(1-\frac{12}{500}\right) \mathrm{DIS}=0.488 \mathrm{DIS} .
\end{aligned}
$$

However, we have $48 \operatorname{Tr}_{i-1} \leq 48 n \cdot \frac{\text { DIS }}{1000 n}=0.048$ DIS $<D$. Hence the algorithm terminates in Line 3 of $(i-1)$-th round, which is a contradiction. Therefore, based on $\mathcal{E}$, we have $r_{i}=r_{i-1} / 2 \geq \frac{\text { DIS }}{2000 n}$ when the algorithm terminates. On the other hand, note that $r_{1}=1$ (the algorithm may terminate in the first round). Thus, the total sample complexity is upper bounded by

$$
\tilde{O}_{\delta^{-1}}\left(d n \cdot \min \left\{\frac{\mathrm{DIS}}{n}, 1\right\}^{-2}\right)=\tilde{O}_{\delta^{-1}}\left(d\left(n^{3} \mathrm{DIS}^{-2}+n\right)\right)
$$

### 2.1.2 Noisy K-Median

We are ready to design an algorithm for the Noisy $k$-Median problem. The main idea is to estimate the mean of each arm, keeping increasing the accuracy of those estimations and computing an approximated $k$-median clustering on empirical data points until we have confidence that the current clustering is a good approximation of the optimal clustering. The algorithm uses a constant factor approximation algorithm $\operatorname{BPRS}(\cdot)$ for $k$-median as a subroutine. In particular, $\operatorname{BPRS}(n, k, d, X)$ is given a set of $n$ points in $\mathbb{R}^{d}$ and outputs a set of $k$ centers which is an $\alpha<2.676$ approximation for the $k$-median on $X$.

Next, we highlight the critical steps in NoisyKmedian. Our algorithm iteratively estimates every $x_{j}$, using more and more samples. In Line 3, the algorithm uses DisNATKP to computes $C_{1}^{(i)}$, the sum of distances from all arms to the current set $A_{i-1}$ of $k$-centers. Then in Line 6, the algorithm estimates $x_{j}$ for each arm by the average $x_{j}^{(i)}$ of $m_{i}$ samples. Observe that $m_{i}$ increases exponentially in each round which implies that the estimation $x_{j}^{(i)}$ is guaranteed to be more and more accurate. In Lines 7 and 8, the algorithm computes an approximate $k$-median clustering $A_{i}$ on estimations $\left\{x_{j}^{(i)}\right\}_{j \in[n]}$ and compute the approximate $k$-median value $C_{2}^{(i)}$. In Line 9, the algorithm checks if the two $k$-median values $C_{1}^{(i)}$ and $C_{2}^{(i)}$ differ by much. If they are close, the algorithm has an evidence that $C_{1}^{(i)}$ is an $O(1)$-approximate $k$-median value and terminates.

```
Algorithm 2 NoisyKmedian \(\left(X=\left\{\mathcal{O}\left(x_{i}\right): i=1,2, \ldots, n\right\}, \delta\right)\)
Require: A sample access \(\mathcal{O}\left(x_{i}\right)\) for every \(i \in[n]\) and a confidence parameter \(\delta \in\) \((0,1)\).
Ensure: An \(O(1)\)-approximate \(k\)-median clustering on \(X\) and an \(O(1)\)-approximate \(k\)-median value..
    \(r_{1} \leftarrow 1, i \leftarrow 1, C_{1} \leftarrow \infty, A_{0} \leftarrow\) a set of arbitrary \(k\) centers.
    while TRUE do
        \(C_{1}^{(i)} \leftarrow \operatorname{DisNATKP}\left(\left\{\mathcal{O}\left(x_{i}\right): i=1,2, \ldots, n\right\}, A_{i-1}, \frac{\delta}{100 i^{2}}\right)\).
        \(r_{i} \leftarrow \min \left\{r_{i}, \frac{C_{1}^{(i)}}{80 n}\right\}\)
        \(m_{i}=O\left(r_{i}^{-2}\left(d+\log \left(\delta^{-1} n i\right)\right)\right)\).
        For every \(j \in[n]\), take \(m_{i}\) samples from \(\mathcal{O}\left(x_{j}\right)\) and compute their mean \(x_{j}^{(i)}\) as
        an estimate of \(x_{j}\).
        Set \(A_{i} \leftarrow \operatorname{BPRS}\left(n, k, d, X_{i}:=\left\{x_{1}^{(i)}, \ldots, x_{n}^{(i)}\right\}\right)\).
        \(C_{2}^{(i)} \leftarrow \sum_{j=1}^{n} \operatorname{dist}\left(x_{j}^{(i)}, A_{i}\right)\).
        if \(C_{1}^{(i)} / C_{2}^{(i)} \leq 10\) then
            BREAK THE WHILE LOOP.
        end if
        \(r_{i+1} \leftarrow r_{i} / 2, i \leftarrow i+1\).
    end while
    return \(A_{i-1}, C_{1}^{(i)}\).
```

The main theorem is as follows.

Theorem 2.1.3. With probability at least $1-\delta$, NoisyKmedian $(X, \delta)$ outputs an $O(1)$ approximate $k$-median clustering and an $O(1)$-approximate $k$-median value on $X$, with
sample complexity

$$
\tilde{O}_{\delta^{-1}}\left(d\left(n^{3} \mathrm{OPT}^{-2}+n\right)\right)
$$

where $\mathrm{OPT}:=\min _{V \subset \mathbb{R}^{d},|V|=k} \operatorname{cost}(X, V)$ is the optimal $k$-median value on $X$.

Proof. Define event $\mathcal{E}_{i}=\left\{\omega: \forall j \in[n],\left\|x_{j}^{(i)}-x_{j}\right\| \leq r_{i}\right\}$ and $\mathcal{E}_{i}^{\prime}=\{$ The $i$-th call of DisNATKP succeeds $\}$. Let $\mathcal{E}=\cap_{i \geq 1}\left(\mathcal{E}_{i} \cap \mathcal{E}_{i}^{\prime}\right)$. Similar to the proof of Theorem 1.4.1, we have $\operatorname{Pr}\left[\cap_{i \geq 1} \mathcal{E}_{i}\right] \geq 1-\delta / 3$. By Lemma 2.1.1 and the union bound, we have $\operatorname{Pr}\left[\cap_{i \geq 1} \mathcal{E}_{i}^{\prime}\right] \geq 1-\frac{\delta}{100}\left(1+\frac{1}{2^{2}}+\frac{1}{3^{2}}+\ldots\right) \geq 1-\delta / 3$. Combining the above two inequalities, we know that $\operatorname{Pr}[\mathcal{E}] \geq 1-\delta$. Next, we need the following lemma for preparation, and its proof can be found in the Appendix A.

Lemma 2.1.4. Conditioned on $\mathcal{E}$, suppose NoisyKmedian $\left(\left\{\mathcal{O}\left(x_{i}\right): i=1,2, \ldots, n\right\}, \delta\right)$ terminates at the $i$-th round, then $r_{i} \geq \frac{\mathrm{OPT}}{200 n}$ at the end of the algorithm.

Now we come back to the proof of Theorem 2.1.3. Consider the sample complexity, it is dominated by the number of samples of the last round. Suppose the algorithm terminates at the $i$-th round. Again, we need to bound $r_{i}$. By Lemma 2.1.4, we have $r_{i} \geq \frac{\mathrm{OPT}}{200 n}$. Also note that $r_{1} \leq 1$. Hence the overall sample complexity is bounded by,

$$
\tilde{O}_{\delta^{-1}}\left(d n \min \left\{r_{i}, 1\right\}^{-2}\right)=\tilde{O}_{\delta^{-1}}\left(d n^{3} \mathrm{OPT}^{-2}+n\right)
$$

Finally, we need to prove that the output $A_{i-1}$ and $C_{1}^{(i)}$ satisfy the theorem. Recall that $C_{1}^{(i)}=\operatorname{DisNATKP}\left(\left\{\mathcal{O}\left(x_{i}\right): i=1,2, \ldots, N\right\}, A_{i-1}, \frac{\delta}{100 i^{2}}\right)$. Conditioned on $\mathcal{E}, C_{1}^{(i)} \in\left[\frac{2}{5} \operatorname{cost}\left(X, A_{i-1}\right), \frac{3}{2} \operatorname{cost}\left(X, A_{i-1}\right)\right]$ by Lemma 2.1.1. Hence we have $C_{1}^{(i)} \geq$ $\frac{2}{5} \operatorname{cost}\left(X, A_{i-1}\right) \geq \frac{2}{5} \mathrm{OPT}$. On the other hand, we need to prove $C_{1}^{(i)}=O(1) \cdot \mathrm{OPT}$. Assume that $\operatorname{cost}\left(X, A_{i-1}\right)>600 \mathrm{OPT}$. Then we have $C_{1}^{(i)}>240 \mathrm{OPT}$.

Let $\mathrm{OPT}_{1}$ denote the optimal $k$-median value on $X_{i}$. As in the proof of Lemma
2.1.4, we have that $\mathrm{OPT}_{1} \leq \mathrm{OPT}+n r_{i}$. Then we have

$$
\begin{aligned}
C_{2}^{(i)} & =\operatorname{cost}\left(X_{i}, A_{i}\right) \\
& \leq 3 \mathrm{OPT}_{1} \\
& \leq 3\left(\mathrm{OPT}+n r_{i}\right) \\
& \leq 3 \mathrm{OPT}+3 n \cdot \frac{C_{1}^{(i)}}{80 n} \\
& \leq 3 \mathrm{OPT}+0.04 C_{1}^{(i)} .
\end{aligned}
$$

Hence

$$
\frac{C_{1}^{(i)}}{C_{2}^{(i)}} \geq \frac{C_{1}^{(i)}}{3 \mathrm{OPT}+0.04 C_{1}^{(i)}} \stackrel{C_{1}^{(i)}>240 \mathrm{OPT}}{>} \frac{240 \mathrm{OPT}}{3 \mathrm{OPT}+10 \mathrm{OPT}}>10
$$

which contradicts the fact that the algorithm terminates at the $i$-th round. Hence we have $\operatorname{cost}\left(X, A_{i-1}\right) \leq 600 \mathrm{OPT}$. It also implies that $C_{1}^{(i)} \leq \frac{3}{2} \operatorname{cost}\left(X, A_{i-1}\right) \leq 900 \mathrm{OPT}$ which completes the proof.

### 2.2 A Testing-Based Algorithm for $d=k=1$

Theorem 2.1.3 does not match the sample complexity lower bound in Theorem 2.4.5 on the parameter $n$. When $n \rightarrow \infty$, the upper bound is asymptotically $n^{3} \mathrm{OPT}^{-2}+n$ (regarding $d$ as constant and ignoring logarithmic factors) while the lower bound (by Theorem 2.4.5 is asymptotically $n^{2} \mathrm{OPT}^{-2}+n$. This gap exists even in the simplest case $d=k=1$. In this section, we show how to obtain nearly tight sample complexity upper bound for the simple case of $d=k=1$. In the next section, we will apply our technique to the general setting.

### 2.2.1 Testing the Total Distance from $n$ Arms to 1 Arm

We first design a testing-based algorithm CostTester for computing the optimal 1median clustering in Algorithm 3. Our testing algorithm receives an instance of
multi-armed bandit $\left\{\mathcal{O}\left(x_{i}\right), i \in[n]\right\}$, an $\operatorname{arm} \mathcal{O}(x)$ as a clustering center, and a number $C>0$ as input. The algorithm tests whether the sum $\sum_{i=1}^{n}\left|x_{i}-x\right|$ is larger than $10 C$ or smaller than $C / 10$. Note that the setting of CostTester is slightly different from DisNATKP in Section 2.1.1 since the given center is an uncertain point $\mathcal{O}(x)$ instead of a fixed point. ${ }^{1}$ Hence we also need to estimate the location of $x$ in the algorithm.

The main idea is to iteratively set up a threshold $C_{i}$ (which decreases exponentially), and count the number $N_{i}$ of data points which are at least $C_{i}$-far from the center. Then we use these numbers $N_{i}$ to construct an estimation of the total distance. If $C_{i}$ is large, the algorithm estimates the location of each data point and checks whether the distance between each data point to the given point $x$ is larger than $C_{i}$ (Lines 11-19). If $C_{i}$ is small, the algorithm cannot afford the number of samples to precisely estimate the location of each data point. To handle this problem, we take some subsamples from arms, work only with the subsampled set, and get an estimation of $N_{i}$ (Lines 6-10). The algorithm achieves the desired sample complexity by balancing the trade-off between the number of subsampled arms and the number of samples on each sampled arm.

Remark 2.2.1. For the case of $d=1$, our model is identical to the multi-armed bandit model. Hence we can regard the problem as computing 1-median clustering in the multi-armed bandit model. This problem can be motivated by the following example: given a multi-armed bandit instance, a player suspects that all arms are quite similar and wants to measure the similarity of all arms with as few samples as possible.

Lemma 2.2.2. Given an instance $X=\left\{\mathcal{O}\left(x_{i}\right): i \in[n]\right\}$, a clustering center $\mathcal{O}(x)$, a cost parameter $C>0$ and a confidence parameter $\delta \in(0,1)$, the algorithm CostTester satisfies the following properties:

- If $\operatorname{cost}(X, x) \geq 10 C$, CostTester $(X, \mathcal{O}(x), C, \delta)$ accepts with probability at least $1-\delta$.

[^5]```
Algorithm 3 Cost Tester \(\left(X=\left\{\mathcal{O}\left(x_{j}\right): j=1,2, \ldots, n\right\}, \mathcal{O}(x), C, \delta\right)\)
```

Require: An instance $X=\left(\left\{\mathcal{O}\left(x_{j}\right): j \in[n]\right\}\right)$, an $\operatorname{arm} \mathcal{O}(x)$ as a center, a threshold
$C>0$ and a confidence parameter $\delta \in(0,1)$.

Ensure: "Accept" or "Reject".
$C_{1} \leftarrow \max \{2 C, 100\}, T \leftarrow 0$.
$L \leftarrow O\left(\log \left(C_{1} n / C\right)\right)$ such that $\frac{40 C_{1} n}{C} \leq 2^{L}<\frac{80 C_{1} n}{C}$.
3: for $i=1,2, \ldots, L$ do
4: $\quad r_{i} \leftarrow \min \left\{1, C_{i}\right\}, m_{i} \leftarrow O\left(r_{i}^{-2} \log \left(n L \delta^{-1}\right)\right)$.
Take $m_{i}$ samples from $\mathcal{O}(x)$ and compute their average $x^{(i)}$.
if $C_{i} \leq C$ then
Uniformly draw with replacement a subset $S_{i}$ of size $O\left(\left(\frac{n L r_{i}}{C}\right)^{2} \log \left(\delta^{-1} n L\right)\right)$ from $X$.
For every $\mathcal{O}\left(x_{j}\right) \in S_{i}$, take $m_{i}$ samples from $O\left(x_{j}\right)$ and compute their average $x_{j}^{(i)}$.
$N_{i} \leftarrow \frac{n}{\left|S_{i}\right|}\left|\left\{\mathcal{O}\left(x_{j}\right) \in S_{i}:\left|x^{(i)}-x_{j}^{(i)}\right| \geq C_{i}\right\}\right|$.
end if
if $C_{i}>C$ then
$N_{i} \leftarrow 0$.
for $\mathcal{O}\left(x_{j}\right) \in X$ do
Take $m_{i}$ samples from $\mathcal{O}\left(x_{j}\right)$ and compute their average $x_{j}^{(i)}$.
if $\left|x^{(i)}-x_{j}^{(i)}\right|>C_{i}$ then
$N_{i} \leftarrow N_{i}+1$.
end if
end for
end if
$T \leftarrow T+N_{i} C_{i}, C_{i+1} \leftarrow C_{i} / 2$.
end for
return "Accept" if $T>C$; "Reject" otherwise.

- If $\operatorname{cost}(X, x) \leq C / 10, \operatorname{Cost} \operatorname{Tester}(X, \mathcal{O}(x), C, \delta)$ rejects with probability at least $1-\delta$.
- The sample complexity of $\operatorname{Cost} \operatorname{Tester}(X, \mathcal{O}(x), C, \delta)$ is $\tilde{O}\left(\left(n+n^{2} C^{-2}\right) \log ^{2} \delta^{-1}\right)$.

Proof. We first upper bound the sample complexity of the algorithm. At the $i$-th round, if $C_{i} \leq C$, we take

$$
m_{i}\left|S_{i}\right|=O\left(\left(r_{i}^{-2} \log \left(n L \delta^{-1}\right) \cdot\left(\frac{n L r_{i}}{C}\right)^{2} \log \left(n \delta^{-1} L\right)\right)=\tilde{O}\left(n^{2} C^{-2} \log ^{2} \delta^{-1}\right)\right.
$$

many samples in this round; meanwhile if $C_{i}>C$, we take

$$
n m_{i}=O\left(n r_{i}^{-2} \log \left(n L \delta^{-1}\right)\right)=\tilde{O}\left(\left(n+n C^{-2}\right) \log \delta^{-1}\right)
$$

(noting that $r_{i}=\min \left\{1, C_{i}\right\}$ and $C_{i} \leq C_{1} \in O(\max \{C, 1\})$ ) many samples at this round.

Note that we have $L=\tilde{O}_{n, C}(1)$ many rounds in total. Therefore, the overall sample complexity is

$$
\tilde{O}\left(\left(n+n^{2} C^{-2}\right) \log ^{2} \delta^{-1}\right) .
$$

So we have proved the third argument.
We now prove the first argument, i.e., if $\operatorname{cost}(X, x) \geq 10 C$ then with probability at least $1-\delta$ the algorithm accepts. We need to prove that with probability at least $1-\delta, T>C$ after $L$ rounds. We first define two events, $\mathcal{E}$ and $\mathcal{E}^{\prime}$ as follows.

Define events $\mathcal{E}_{i j}=\left\{\omega:\left|\left(x_{j}^{(i)}-x^{(i)}\right)-\left(x_{j}-x\right)\right| \leq r_{i} / 2\right\}$. Note that $x_{j}^{(i)}-x^{(i)}$ is a Gaussian variable with mean $x_{j}-x$ and variance $\frac{2}{m_{i}}$. By the same argument as in the proof of Lemma 2.1.1, we have

$$
\operatorname{Pr}\left[\mathcal{E}_{i j}\right] \geq 1-\frac{\delta}{2 n L}
$$

Let $\mathcal{E}=\cap \mathcal{E}_{i j}$. Since $i \in[L]$ and $j \in[n]$, by the union bound, we have

$$
\begin{equation*}
\operatorname{Pr}[\mathcal{E}] \geq 1-\frac{\delta}{2} \tag{2.3}
\end{equation*}
$$

Define the set $M_{i}=\left\{j \in[n]:\left|x_{j}-x\right|>2 C_{i}\right\}$. We also define $P_{i}=S_{i} \cap M_{i}$ for $i$ satisfying that $C_{i} \leq C$.

For every $i$ satisfying that $C_{i} \leq C$, we define the event $\mathcal{E}_{i}^{\prime}$ to be the inequality $\left|\frac{n}{\left|S_{i}\right|}\right| P_{i}\left|-\left|M_{i}\right|\right| \leq C L^{-1} C_{i}^{-1} / 8$, and $\mathcal{E}^{\prime}=\cap_{i: C_{i} \leq C} \mathcal{E}_{i}^{\prime}$. By Theorem 1.4.2, we have that

$$
\operatorname{Pr}\left(\left|\frac{1}{\left|S_{i}\right|}\right| P_{i}\left|-\frac{1}{n}\right| M_{i}| |>\varepsilon_{i}\right) \leq 2 \exp ^{-2\left|S_{i}\right| \varepsilon_{i}^{2}}
$$

for $\varepsilon_{i}=\frac{C}{8 n L C_{i}}$.
Since $\left|S_{i}\right|=O\left(n^{2} L^{2} C_{i}^{2} C^{-2} \log \left(\delta^{-1} L\right)\right)$, we have that,

$$
\operatorname{Pr}\left[\mathcal{E}_{i}^{\prime}\right]=1-\operatorname{Pr}\left(\left|\frac{n}{\left|S_{i}\right|}\right| P_{i}\left|-\left|M_{i}\right|\right|>C L^{-1} C_{i}^{-1} / 8\right) \geq 1-\frac{\delta}{2 L} .
$$

By the union bound, we have $\operatorname{Pr}\left[\mathcal{E}^{\prime}\right] \geq 1-\frac{\delta}{2}$. Combining with Inequality (2.3), we have $\operatorname{Pr}\left[\mathcal{E} \cap \mathcal{E}^{\prime}\right] \geq 1-\delta$ by the union bound.

Conditioned on $\mathcal{E} \cap \mathcal{E}^{\prime}$, if $C_{i} \leq C$ and $j \in P_{i}$ then $\left|x_{j}^{(i)}-x^{(i)}\right| \geq\left|x_{j}-x\right|-\mid x_{j}^{(i)}-$ $x^{(i)}-\left(x_{j}-x\right) \mid \geq 2 C_{i}-C_{i}=C_{i}$ by the triangle inequality. Hence, such entry $j$ must be counted in Line 9, i.e.,

$$
N_{i} \geq \frac{n}{\left|S_{i}\right|}\left|P_{i}\right| \stackrel{\mathcal{E}^{\prime}}{\geq}\left|M_{i}\right|-C L^{-1} C_{i}^{-1} / 8
$$

On the other hand, if $C>C_{i}$, since the algorithm checks every $x_{j}, j \in[n]$ we know that if $j \in M_{i}$ then $j$ contributes one to $N_{i}$ which implies that $N_{i} \geq\left|M_{i}\right|$. Therefore, we conclude that

$$
\begin{equation*}
N_{i} \geq\left|M_{i}\right|-C L^{-1} C_{i}^{-1} / 8 \tag{2.4}
\end{equation*}
$$

for every $i$, on $\mathcal{E} \cap \mathcal{E}^{\prime}$.
We only need to prove that $T>C$ conditioned on $\mathcal{E} \cap \mathcal{E}^{\prime}$. As a consequence, the algorithm accepts with probability at least $1-\delta$. We consider the following two cases.

1) If there is some $j$ such that $\left|x_{j}-x\right|>3 C$, then for some $i \in[L]$ satisfying that $C<C_{i} \leq 2 C$, we have

$$
\left|x_{j}^{(i)}-x^{(i)}\right| \stackrel{\text { triangle ineq. }}{\geq}\left|x_{j}-x\right|-\left|x_{j}^{(i)}-x^{(i)}-\left(x_{j}-x\right)\right| \stackrel{\mathcal{E}}{>} 3 C-2 C=C .
$$

Hence at the $i$-th round, $N_{i} \geq 1$ which implies $T \geq C_{i}>C$.
2) Assume that $\left|x_{j}-x\right| \leq 3 C$ for every $j \in[n]$. In this case, we need the following lemma.

Lemma 2.2.3. Assume that $\left|x_{j}-x\right| \leq 3 C$ for every $j \in[n]$. Conditioned on $\mathcal{E} \cap \mathcal{E}^{\prime}$, we have that

$$
\operatorname{cost}(X, x) \leq 2 \sum_{i=1}^{L} C_{i}\left|M_{i}\right|+\frac{C}{10}
$$

Proof. For every $j \in[n]$, let $\alpha_{i j}$ denote the indicator function of $j \in M_{i}$. Since $\left|x_{j}-x\right| \leq 3 C<2 C_{1}$ which implies that $\alpha_{1 j}=0$, there must exist some $i^{*} \in$ $\{1,2, \ldots, L\}$ which is the smallest number such that $\alpha_{i j}=0$. By the definition of $M_{i}$ and the fact that $C_{i+1}=C_{i} / 2$, we know that,

$$
\left|x_{j}-x\right| \leq 2 C_{i_{*}}=2\left(C_{L}+C_{L}+C_{L-1}+C_{L-2}+\ldots+C_{i^{*}-1}\right)=2 C_{L}+\sum_{i=1}^{L} 2 C_{i} \alpha_{i j}
$$

Moreover, $\left|M_{i}\right|=\alpha_{i 1}+\ldots+\alpha_{i n}$. So we have
$\operatorname{cost}(X, x)=\sum_{i=1}^{n}\left|x_{j}-x\right| \leq \sum_{j=1}^{n}\left(2 C_{L}+\sum_{i=1}^{L} 2 C_{i} \alpha_{i j}\right)=2 n C_{L}+2 \sum_{i=1}^{L} C_{i}\left|M_{i}\right| \leq \frac{C}{10}+2 \sum_{i=1}^{L} C_{i}\left|M_{i}\right|$,
where the last inequality is due to the fact that $C_{L}=\frac{C_{1}}{2^{L-1}} \leq \frac{C_{1}}{20 C_{1} n / C}=\frac{C}{20 n}$.
By Lemma 2.2.3, we have that,

$$
\begin{align*}
T & =\sum_{i=1}^{L} N_{i} C_{i} \\
& \left.\geq \sum_{i=1}^{L}\left(\left|M_{i}\right|-C L^{-1} C_{i}^{-1} / 8\right) C_{i} \quad \quad \text { (Ineq. (2.4) }\right)  \tag{2.4}\\
& =\sum_{i=1}^{L}\left|M_{i}\right| C_{i}-C / 8 \\
& \geq \operatorname{cost}(X, x) / 2-C / 20-C / 8 \quad(\text { Lemma 2.2.3) }  \tag{Lemma2.2.3}\\
& \geq 5 C-C / 20-C / 8 \quad(\operatorname{cost}(X, x) \geq 10 C) \\
& >C .
\end{align*}
$$

Finally, we prove the second argument, i.e., if $\operatorname{cost}(X, x) \leq C / 10$, the algorithm rejects with probability at least $1-\delta$. Define sets $R_{i}=\left\{j \in[n]:\left|x_{j}-x\right| \geq C_{i} / 2\right\}$, $Q_{i}=S_{i} \cap R_{i}$, and events $\mathcal{E}_{i}^{\prime \prime}=\left\{\omega:\left|\frac{n}{\left|S_{i}\right|}\right| Q_{i}\left|-\left|R_{i}\right|\right| \geq C L^{-1} C_{i}^{-1} / 8\right\}$ and $\mathcal{E}^{\prime \prime}=\cap \mathcal{E}_{i}^{\prime \prime}$. Similar to the argument of $\mathcal{E}^{\prime}$, we can prove that $\operatorname{Pr}\left[\mathcal{E}^{\prime \prime}\right] \geq 1-\delta / 2$ and $\operatorname{Pr}\left[\mathcal{E} \cap \mathcal{E}^{\prime \prime}\right] \geq 1-\delta$.

To prove our second argument, we only need to show that if $\operatorname{cost}(X, x) \leq C / 10$, then $T<C$ conditioned on $\mathcal{E} \cap \mathcal{E}^{\prime \prime}$.

Conditioned on $\mathcal{E} \cap \mathcal{E}^{\prime \prime}$, if $C_{i} \leq C$, for any $j \notin Q_{i}$, we have
$\left|x_{j}^{(i)}-x^{(i)}\right| \stackrel{\text { triangle ineq. }}{\leq}\left|x_{j}-x\right|+\left|\left(x_{j}^{(i)}-x^{(i)}\right)-\left(x_{j}-x\right)\right| \stackrel{j \notin Q_{i} \text { and } \mathcal{E}}{<} C_{i} / 2+r_{i} / 2 \stackrel{r_{i} \leq C_{i}}{\leq} C_{i} / 2+C_{i} / 2=C_{i}$.

It implies that $x_{j} \notin\left\{\mathcal{O}\left(x_{l}\right) \in S_{i}:\left|x^{(i)}-x_{l}^{(i)}\right| \geq C_{i}\right\}$. Hence we have $N_{i} \leq \frac{n}{\left|S_{i}\right|}\left|Q_{i}\right|$ in Line 9. Consequently,

$$
N_{i} \leq \frac{n}{\left|S_{i}\right|}\left|Q_{i}\right| \stackrel{\mathcal{E}^{\prime \prime}}{\leq}\left|R_{i}\right|+C L^{-1} C_{i}^{-1} / 8
$$

On the other hand, consider the case that $C_{i}>C$. By the same argument as the previous case, each $j \notin R_{i}$ satisfies that $\left|x_{j}^{(i)}-x^{(i)}\right|<C_{i}$. Hence $N_{i} \leq\left|R_{i}\right|$ in this case. So we conclude that, for every $i \in[L]$,

$$
\begin{equation*}
N_{i} \leq\left|R_{i}\right|+C L^{-1} C_{i}^{-1} / 8 . \tag{2.5}
\end{equation*}
$$

Next, we need the following lemma which is similar to Lemma 2.2.3. The proof can be found in Appendix A.

Lemma 2.2.4. Conditioned on $\mathcal{E} \cap \mathcal{E}^{\prime \prime}$, we have

$$
\operatorname{cost}(X, x) \geq \frac{1}{2} \sum_{i=1}^{L} C_{i}\left|R_{i}\right|
$$

By Lemma 2.2.4, we have that,

$$
\begin{array}{rlr}
T & =\sum_{i=1}^{L} N_{i} C_{i} & \\
& \leq \sum_{i=1}^{L}\left(\left|R_{i}\right|+C L^{-1} C_{i}^{-1} / 8\right) C_{i} & \quad \text { (Ineq. (2.5)) } \\
& =\sum_{i=1}^{L}\left|R_{i}\right| C_{i}+C / 8 & \\
& \leq 2 \operatorname{cost}(X, x)+C / 8 & (\text { Lemma 2.2.4) } \\
& \leq C / 5+C / 8 & (\operatorname{cost}(X, x) \leq C / 10) \\
& <C . &
\end{array}
$$

### 2.2.2 Noisy 1-Median

Now we show how to compute noisy 1-median using Algorithm 3. Our main idea is to first sample enough arms such that there exists an $O(1)$-approximate center among sampled arms. Then we design a binary search algorithm to compute the optimal one among the sampled arms based on Algorithm CostTester, see Algorithm 4. The estimation for the optimal arm is exactly an $O(1)$-approximate center.

Before analyzing Noisy1median, we first have the following lemma which shows that $O\left(\log \delta^{-1}\right)$ sampled arms in Line 1 of Noisy1median is enough.

Lemma 2.2.5. Let $X=\left\{\mathcal{O}\left(x_{1}\right), \ldots, \mathcal{O}\left(x_{n}\right)\right\}$. If $S$ is a uniformly i.i.d. sample of size $O\left(\log \delta^{-1}\right)$ from $X$, then with probability at least $1-\delta$, there exists $\mathcal{O}(x) \in S$ such that $x$ is a 3-approximate 1-median center on $X$.

Proof. Let $y$ be the optimal 1-median center on $X$ and let OPT $=\sum_{i=1}^{n}\left|y-x_{i}\right|$.
W.l.o.g., we assume that

$$
\begin{equation*}
\left|x_{1}-y\right| \leq\left|x_{2}-y\right| \leq \ldots \leq\left|x_{n}-y\right| \tag{2.6}
\end{equation*}
$$

Algorithm 4 Noisy1median $\left(X=\left\{\mathcal{O}\left(x_{j}\right): j=1,2, \ldots, n\right\}, \delta\right)$
Require: An instance $X=\left(\left\{\mathcal{O}\left(x_{j}\right): j \in[n]\right\}\right)$ and a confidence parameter $\delta \in(0,1)$.
Ensure: An $O(1)$-approximate 1-median clustering on $X$ and an $O(1)$-approximate
1-median value.
Uniformly draw with replacement a subset $S=\left\{\mathcal{O}\left(x_{\alpha_{1}}\right), \ldots, \mathcal{O}\left(x_{\alpha_{m}}\right)\right\}$ of size $m=O\left(\log \delta^{-1}\right)$ from $X$.
$C=100 n$.
if $\forall l \in[m] \operatorname{Cost} \operatorname{Tester}\left(X, \mathcal{O}\left(x_{\alpha_{l}}\right), C, \frac{\delta}{20 m}\right)$ accepts then
For every $j \in[n]$, take $O\left(\log \left(n \delta^{-1}\right)\right)$ many samples from $\operatorname{arm} \mathcal{O}\left(x_{j}\right)$ and compute their average $x_{j}^{\prime}$.
Compute the optimal 1-median center $x$ on $X^{\prime}=\left\{x_{1}^{\prime}, x_{2}^{\prime}, \ldots, x_{n}^{\prime}\right\}$ by computing their median.
return $x$ and $\operatorname{cost}\left(X^{\prime}, x\right)$.
end if
$i \leftarrow 1, j \leftarrow \alpha_{l}$ satisfying that Cost $\operatorname{Tester}\left(X, \mathcal{O}\left(x_{\alpha_{l}}\right), C, \frac{\delta}{20 m}\right)$ rejects in Line 3 (breaking ties arbitrarily).
while TRUE do
if $\forall l \in[m] \operatorname{Cost} \operatorname{Tester}\left(X, \mathcal{O}\left(x_{\alpha_{l}}\right), C, \frac{\delta}{10 m i(i+1)}\right)$ accepts then
Take $O\left(n^{2} C^{-2} \log \delta^{-1}\right)$ samples from $\mathcal{O}\left(x_{j}\right)$ and return their average $x$ and $C$.
end if
$j \leftarrow \alpha_{l}$ satisfying that $\operatorname{Cost} \operatorname{Tester}\left(X, \mathcal{O}\left(x_{\alpha_{l}}\right), C, \frac{\delta}{10 \operatorname{mi}(i+1)}\right)$ rejects in Line 10 (breaking ties arbitrarily).
$C \leftarrow C / 10, i \leftarrow i+1$.
end while

So the probability that $T$ contains some $\mathcal{O}\left(x_{j}\right)$ for $j \leq \frac{n}{10}$ is at least

$$
1-0.9^{|T|} \geq 1-\delta
$$

Suppose $\mathcal{O}\left(x_{j}\right) \in S$ for some $j \leq \frac{n}{10}$. We finish the proof by noting that

$$
\begin{array}{rlr}
\sum_{l=1}^{n}\left|x_{j}-x_{l}\right| & \leq \sum_{l=1}^{n}\left(\left|y-x_{l}\right|+\left|y-x_{j}\right|\right) \quad \text { (triangle ineq.) } \\
& =\mathrm{OPT}+n\left|y-x_{j}\right| \\
& \leq \mathrm{OPT}+\frac{n}{n-j} \sum_{l=j+1}^{n}\left|y-x_{l}\right| \quad \text { (Ineq. (2.6)) } \\
& \leq \mathrm{OPT}+\frac{n}{n-j} \mathrm{OPT} \\
& \leq 3 \mathrm{OPT} . & \left(j \leq \frac{n}{10}\right)
\end{array}
$$

Now we are ready to prove the correctness and sample complexity of Algorithm Noisy1median. The main theorem is as follows. Note that by the following theorem and Theorem 2.4.1, we achieve the nearly tight sample complexity for obtaining $O(1)$ approximate 1-median value in 1-dimension.

Theorem 2.2.6. Given an instance $X=\left\{\mathcal{O}\left(x_{j}\right): j \in[n]\right\}$ and a confidence parameter $\delta \in(0,1)$. With probability at least $1-\delta$, the algorithm Noisy1median $(X, \delta)$ returns an $O(1)$-approximate 1-median center and an $O(1)$-approximate 1-median value on $X$, with sample complexity

$$
\tilde{O}_{\delta^{-1}}\left(n+n^{2} \mathrm{OPT}^{-2}\right)
$$

where $\mathrm{OPT}=\min _{y \in \mathbb{R}} \operatorname{cost}(X, y)$ is the optimal 1-median value.

Proof. We define event $\mathcal{E}$ that every call of CostTester succeeds and there is a 3approximate 1-median center in $T$. By Lemmas 2.2.5 and 2.3.1 and the union bound, we have

$$
\operatorname{Pr}[\mathcal{E}] \geq 1-m \cdot\left(\frac{\delta}{20 m}+\sum_{i=1}^{+\infty} \frac{\delta}{10 m i(i+1)}\right)-\frac{\delta}{4} \geq 1-\delta / 2
$$

We condition on $\mathcal{E}$ in what follows. For preparation, we have the following lemma.
Lemma 2.2.7. Conditioned on $\mathcal{E}$, if every CostTester in Line 3 (or Line 10) accepts, then $\mathrm{OPT} \geq C / 30$ at that iteration. If $\mathrm{OPT}>10 C$ in Line 3 (or Line 10), then
every CostTester at that iteration accepts.

Proof. For the first argument, if OPT $<C / 30$, by Lemma 2.2 .5 there is a $x_{\alpha_{l}} \in S$ such that $\operatorname{cost}\left(X, x_{\alpha_{l}}\right) \leq 3 \mathrm{OPT}<C / 10$. It means that CostTester $\left(X, \mathcal{O}\left(x_{\alpha_{l}}\right), C, \delta^{\prime}\right)$ rejects by Lemma 2.2 .2 . The second argument follows from Lemma 2.2 .2 since $\operatorname{cost}\left(X, x_{\alpha_{l}}\right) \geq$ OPT $>10 C$ for all $l \in[m]$.

Now we come back to the proof of Theorem 2.2.6. We consider the first "IF" sentence in Line 3. If all CostTester accept, we have OPT $>\frac{C}{30}=\frac{10 n}{3}$ by Lemma 2.2.7. Define by event $\mathcal{E}^{\prime}$ the algorithm estimates every arm $x_{j}$ by an empirical mean $x_{j}^{\prime}$ such that $\left|x_{j}-x_{j}^{\prime}\right| \leq \frac{1}{3}$. By union bound, the probability of $\mathcal{E}^{\prime}$ is at least $1-n \cdot \frac{\delta}{2 n}=1-\delta / 2$. Conditioned on $\mathcal{E} \cap \mathcal{E}^{\prime}$, we argue that the optimal 1-median center $x$ on $X^{\prime}:=\left\{x_{1}^{\prime}, x_{2}^{\prime}, \ldots, x_{n}^{\prime}\right\}$ is an $O(1)$-approximate 1-median center on $X=$ $\left\{x_{1}, \ldots, x_{n}\right\}$. Assume the optimal center on $X$ is $x^{*}$. We have the following inequality

$$
\begin{array}{rlr}
\operatorname{cost}(X, x) & \leq \operatorname{cost}\left(X^{\prime}, x\right)+\sum_{i=1}^{n}\left|x_{j}-x_{j}^{\prime}\right| & \text { (triangle ineq.) } \\
& \leq \operatorname{cost}\left(X^{\prime}, x^{*}\right)+\sum_{i=1}^{n}\left|x_{j}-x_{j}^{\prime}\right| & \text { (Defn. of } x \text { ) } \\
& \leq \operatorname{cost}\left(X, x^{*}\right)+\sum_{i=1}^{n}\left|x_{j}-x_{j}^{\prime}\right|+\sum_{i=1}^{n}\left|x_{j}-x_{j}^{\prime}\right| & \text { (triangle ineq.) } \\
& \leq \mathrm{OPT}+\frac{2 n}{3} & \\
& \leq \mathrm{OPT}+0.2 \mathrm{OPT} & \left(\mathcal{E}^{\prime}\right) \\
& =1.2 \mathrm{OPT} . &
\end{array}
$$

By the same argument, we can prove that $0.8 \mathrm{OPT} \leq \operatorname{cost}\left(X^{\prime}, x\right) \leq 1.2 \mathrm{OPT}$. Hence, the output $\operatorname{cost}\left(X^{\prime}, x\right)$ is an $O(1)$-approximation of OPT. The success probability is at least $\operatorname{Pr}\left[\mathcal{E} \cap \mathcal{E}^{\prime}\right] \geq 1-\delta$. Moreover, the sample complexity is

$$
\tilde{O}_{\delta^{-1}}(n)=\tilde{O}_{\delta^{-1}}\left(n+n^{2} \mathrm{OPT}^{-2}\right)
$$

since OPT $>\frac{10 n}{3}$.

If there is some tester CostTester in Line 3 rejects, the algorithm will enter the while-loop in Line 9. Consider the sample complexity. It is again dominated by the number of samples of the last round since $C$ decreases exponentially in each round. By Lemma 2.2.7, we know that the algorithm terminates once $C \leq \mathrm{OPT} / 10$. Therefore, we have $C \geq$ OPT/ 100 when the algorithm terminates, by the updating rule in Line 14 . Since $T$ contains only $\tilde{O}_{\delta^{-1}}(1)$ sample access, it implies that the sample complexity is bounded by

$$
\tilde{O}_{\delta^{-1}}\left(n^{2} \mathrm{OPT}^{-2}+n\right),
$$

by Lemma 2.2.2 and Line 11.
For the correctness, by Lemma 2.2.7, we know that OPT $\geq C / 30$ when the algorithm terminates. Hence $C$ is an $O(1)$-approximation of OPT. Note that in Line $11, x_{j}$ is set to be a center such that CostTester rejects for the parameter $10 C$ in the previous round. Then by Lemma 2.2.2, we have $\operatorname{cost}\left(X, x_{j}\right) \leq 100 C \leq 3000$ OPT. Hence $x_{j}$ is an $O(1)$-approximate 1-median center on $X$. By Line 11, the algorithm outputs $x$ which is the average of $m=O\left(n^{2} C^{-2} \log \delta^{-1}\right)$ samples from $\mathcal{O}\left(x_{j}\right)$. Hence $\sqrt{m} x$ follows from the Gaussian distribution $N\left(\sqrt{m} x_{j}, I_{d}\right)$. By union bound, we have that $\left|x_{j}-x\right| \leq C / n$ with probability at least $1-\delta / 2$. Then we have
$\operatorname{cost}(X, x) \stackrel{\text { triangle ineq. }}{\leq} \operatorname{cost}\left(X, x_{j}\right)+n\left|x-x_{j}\right| \leq O(1) \cdot \mathrm{OPT}+C \stackrel{C \leq 300 \text { PT }}{\leq} O(1) \cdot \mathrm{OPT}$.

Since $\operatorname{Pr}[\mathcal{E}] \geq 1-\delta / 2$, the algorithm successes with probability at least $1-\delta$.

### 2.3 A Testing-Based Algorithm for General Case: Sharper Dependence on $n$

In the previous section, we present a testing-based algorithm for computing the 1median center/value in 1-dimension with nearly optimal sample complexity. In this section, we extend this technique to the general setting.

The extension to $d$-dimension is straightforward. We only need a different concentration inequality. However, to extend to $k$ centers is much harder since we do not have a similar lemma as Lemma 2.2.5. A simple idea is to regard every arm as a candidate of centers and estimate each of them to an error of $\mathrm{OPT} / n$. However, the sample complexity is still as large as $n^{3} \mathrm{OPT}^{-2}$. To overcome this problem, we can not consider all arms. Instead, we iteratively subsample arms and estimate the location of subsampled arms with different sample numbers in different iterations. We will show that the collection of estimations contain a good approximate $k$-median clustering. Our approach to solving this issue is somewhat related to the "Chaining method" (see, e.g., [78]).

### 2.3.1 Testing the Total Distance from $n$ Arms to $k$ Centers

We first present an algorithm TestNATKP which is very similar to algorithm CostTester except that the parameters $d$ and $k$ are generalized. The proof of Lemma 2.3.1 is almost identical to the proof of Lemma 2.2 .2 and can be found in Appendix A. Note that the sample complexity in Lemma 2.3.1 saves a parameter $n$ compared to that of Algorithm DisNATKP.

Lemma 2.3.1. The following holds:

- If $\operatorname{cost}(X, V)>10 C$ then TestNATKP $(X, V, C, \delta)$ accepts with probability at least $1-\delta$.
- If $\operatorname{cost}(X, V)<C / 10$ then TestNATKP $(X, V, C, \delta)$ rejects with probability at least $1-\delta$.
- The sample complexity of TestNATKP $(X, V, C, \delta)$ is $\tilde{O}\left(d\left(n+n^{2} C^{-2}\right) \log ^{2} \delta^{-1}\right)$.


### 2.3.2 Testing the Optimal $k$-Median Value

We now present Algorithm TestKemdian which tests the cost of optimal $k$-median on $X$. It is the key algorithm in this section and can be translated to a binary search algorithm for noisy $k$-median in the next subsection.

```
Algorithm 5 TestNATKP \(\left(X=\left\{\mathcal{O}\left(x_{i}\right): i=1,2, \ldots, n\right\}, V, C, \delta\right)\)
Require: A sample access \(\mathcal{O}\left(x_{i}\right)\) to \(N\left(x_{i}, I_{d}\right)\) for every \(i \in[n]\), a set \(V\) of \(k\) points, a
    threshold \(C>0\), and a confidence parameter \(\delta \in(0,1)\).
Ensure: "Accept" if \(\operatorname{cost}(X, V)>10 C\); "Reject" if \(\operatorname{cost}(X, V)<C / 10\) where \(X:=\)
    \(\left\{x_{1}, \ldots, x_{n}\right\}\).
    \(C_{1} \leftarrow \max \{2 C, 100\}, T \leftarrow 0\).
    \(L \leftarrow O\left(\log \left(C_{1} n / C\right)\right)\) such that \(\frac{40 C_{1} n}{C} \leq 2^{L}<\frac{80 C_{1} n}{C}\).
    for \(i=1,2, \ldots, L\) do
        \(N_{i} \leftarrow 0\).
        Set \(r_{i} \leftarrow \min \left\{1, C_{i}\right\}, m_{i} \leftarrow O\left(r_{i}^{-2}\left(d+\log \left(n L \delta^{-1}\right)\right)\right)\).
        if \(C_{i} \leq C\) then
        Uniformly draw with replacement a subset \(S_{i} \subset \quad[n]\) of size
        \(O\left(n^{2} L^{2} r_{i}^{2} C^{-2} \log \left(n L \delta^{-1}\right)\right)\).
        For every \(j \in S_{i}\), take \(m_{i}\) samples from \(\mathcal{O}\left(x_{j}\right)\) and obtain their average \(x_{j}^{(i)}\)
        as an estimate of \(x_{j}\).
            Compute \(N_{i}=\frac{n}{\left|S_{i}\right|}\left|\left\{j \in S_{i}: \operatorname{dist}\left(x_{j}^{(i)}, V\right) \geq C_{i}\right\}\right|\).
        end if
        if \(C_{i}>C\) then
                for \(j=1,2, \ldots, n\) do
                Take \(m_{i}\) samples from \(\mathcal{O}\left(x_{j}\right)\) and compute their average \(x_{j}^{(i)}\) as an estimate
                of \(x_{j}\).
                if \(\min _{v \in V}\left\|x_{j}^{(i)}-v\right\| \geq C_{i}\) then
                    \(N_{i} \leftarrow N_{i}+1\).
                end if
            end for
        end if
        \(T \leftarrow T+N_{i} C_{i}, C_{i+1} \leftarrow C_{i} / 2\).
    end for
    return "Accept" if \(T>C\) otherwise "Reject".
```

The key idea is the following: Consider the optimal $k$-median clustering $A$ for $X=\left\{\mathcal{O}\left(x_{i}\right): i \in[n]\right\}$ and partition every data point $x_{i}$ into the closest center $a \in A$. This process partitions $X$ into $k$ clusters $X_{1}, \ldots, X_{k}$. We want to compute the center of each cluster $X_{i}$. Similar to Noisy1median, we still sample arms to include these candidate centers. Taking $X_{1}$ as an example, our approach is based on the following facts. If the size of $X_{1}$ is large, we only need a small number of sampled arms to include a precise approximation of its center by Lemma 2.2.5. If the size of $X_{1}$ is small, we need many sampled arms to include a precise approximation of its center. However, a rough estimation of the location of this center is already enough since few points
are clustered to it. By the above facts, we sample arms iteratively, i.e., we sample $m_{i}$ (which increases exponentially) arms at the $i$-th round. If $m_{i}$ is small, we can only expect that the sampled arms contain approximate centers for large clusters. To estimate the locations of these subsampled arms, we need a proper number of samples taken from each sampled arm. If $m_{i}$ is large, we can expect that the sampled arms contain approximate centers for small clusters. Then we only need to take few samples from these arms and obtain rough estimations of their locations. The key problem is to balance the trade-off between the number of sampled arms (which are regarded as estimations of optimal centers) and the number of samples taken from each arm, in each iteration.

```
Algorithm 6 TestKmedian \(\left(X=\left\{\mathcal{O}\left(x_{i}\right): i=1,2, \ldots, n\right\}, k, C, \delta\right)\)
Require: A sample access \(\mathcal{O}\left(x_{i}\right)\) for every \(i \in[n]\), the number of centers \(k\), a thresh-
    old \(C>0\) and a confidence parameter \(\delta \in(0,1)\).
Ensure: "Accept" if the optimal \(k\)-median value on \(X\) is larger than \(10 C\). "Reject"
    and a set of \(k\) centers if the optimal \(k\)-median value on \(X\) is smaller than \(C / 50\).
    for \(i=0,1,2, \ldots,\left\lceil\log _{2} n\right\rceil\) do
        \(n_{i} \leftarrow O\left(\frac{n}{2^{i}} \log \left(\delta^{-1} n\right)\right), r_{i} \leftarrow \frac{C}{100 k 2^{2}}\).
        \(m_{i} \leftarrow O\left(r_{i}^{-2}\left(d+\log \left(\delta^{-1} i^{2} n_{i}\right)\right)\right)\)
        Uniformly draw with replacement a sample \(S_{i}\) of size \(n_{i}\) from [ \(n\) ].
        For every \(j \in S_{i}\), take \(m_{i}\) samples from \(\mathcal{O}\left(x_{j}\right)\) and compute their mean \(x_{j}^{(i)}\) as
        an estimate of \(x_{j}\).
    end for
    \(S \leftarrow\left\{x_{j}^{(i)}: i=1,2, . .,\left\lceil\log _{2} n\right\rceil, j \in S_{i}\right\}\).
    return "Reject" and \(V\) if there is a size- \(k\) set \(V \subset S\) satisfying that Test-
    \(\left.\operatorname{NATKP}\left(\left\{\mathcal{O}\left(x_{i}\right): i=1,2, \ldots, n\right\}, V, C, \frac{\delta}{|S|^{k}}\right)\right\}^{2}\). Here, for all size- \(k\) sets \(V \subset S\), we
    use the same random samples when calling \(\mathcal{O}\left(x_{i}\right)(i \in[n])\) in \(\operatorname{TestNATKP}\left(\left\{\mathcal{O}\left(x_{i}\right)\right.\right.\) :
    \(\left.i=1,2, \ldots, n\}, V, C, \frac{\delta}{3|S|^{k}}\right)\). Otherwise "Accept".
```

The main lemma is as follows.

## Lemma 2.3.2. TestKmedian $(X, k, C, \delta)$ satisfies the following:

- If the optimal $k$-median value on $X$ is larger than $10 C$, the algorithm accepts with probability at least $1-\delta$.

[^6]- If the optimal $k$-median value on $X$ is smaller than $C / 100$, the algorithm rejects and outputs a size-k set $V$ satisfying that $\operatorname{cost}(X, V) \leq 10 C$, with probability at least $1-\delta$.
- The sample complexity is $\tilde{O}_{\delta^{-1}}\left(d\left(k^{2} n^{2} \mathrm{C}^{-2}+k^{2} n\right)\right)$.

Proof. Let OPT denote the optimal $k$-median value on $X$. Define an event $\mathcal{E}_{1}=\{\omega$ : $\forall V \subset S,|V|=k \operatorname{TestNATKP}\left(\left\{\mathcal{O}\left(x_{i}\right): i \in[n]\right\}, V, C, \frac{\delta}{3|S|^{k}}\right)$ succeeds $\}$. By Lemma 2.3.1 and the union bound, we know that

$$
\operatorname{Pr}\left[\mathcal{E}_{1}\right] \geq 1-\binom{|S|}{k} \cdot \frac{\delta}{3|S|^{k}} \geq 1-\delta / 3
$$

For the first argument, assume OPT $>10 C$. Then for every $V \subset S,|V|=$ $k$ we have $\operatorname{cost}(X, V)>10 C$. So conditioned on $\mathcal{E}_{1}$, we know that every Test$\operatorname{NATKP}\left(\left\{\mathcal{O}\left(x_{i}\right): i \in[n]\right\}, V, C, \frac{\delta}{|S|^{k}}\right)$ accepts. Hence TestKmedian accepts in this case.

For the second argument, assume $\mathrm{OPT}<C / 100$. Let $V^{*}=\operatorname{argmin}_{V \in \mathbb{R}^{d}:|V|=k} \operatorname{cost}(X, V)$ and write $V^{*}=\left\{v_{1}, v_{2}, \ldots, v_{k}\right\}$. Let

$$
V_{i}=\left\{x_{j} \in X: \operatorname{dist}\left(x_{j}, V\right)=\left\|x_{j}-v_{i}\right\|\right\}
$$

i.e., $V_{i}$ is the collection of points in $X$ which is clustered to $v_{i}$ (breaking ties arbitrarily).

Next, we present the following generalization of Lemma 2.2.5. The proof is almost identical and can be found in Appendix A.

Lemma 2.3.3. Assume $2^{l} \leq V_{i}<2^{l+1}$ for some $l \in \mathcal{N}$. Let $A_{i}$ be a uniform sample of size $\Theta\left(\frac{n \log \delta^{-1}}{2^{l}}\right)$ from $[n]$. Then with probability at least $1-\delta$, there exists a $j \in A_{i}$ such that

$$
\operatorname{cost}\left(V_{i}, x_{j}\right) \leq 6 \operatorname{cost}\left(V_{i}, v_{i}\right)
$$

Now we come back to the proof of Lemma 2.3.2. For every $i \in[k]$, let $l_{i}$ be the integer such that $2^{l_{i}} \leq\left|V_{i}\right|<2^{l_{i}+1}$. Define event $\mathcal{E}_{2}^{i}=\left\{\omega: \exists j \in S_{l_{i}}: \operatorname{cost}\left(V_{i}, x_{j}\right\}\right) \leq$
$\left.6 \operatorname{cost}\left(V_{i}, v_{i}\right)\right\}$ and let $\mathcal{E}_{2}=\cup_{i=1}^{k} \mathcal{E}_{2}^{i}$. By the choice of $n_{i}$ and Lemma 2.3.3, we have that

$$
\operatorname{Pr}\left[\mathcal{E}_{2}\right] \geq 1-n \cdot \frac{\delta}{3 n}=1-\delta / 3
$$

We also define another event $\mathcal{E}_{3}=\left\{\omega: \forall i=1,2, \ldots,\left\lceil\log _{2} n\right\rceil, j \in S_{i},\left\|x_{j}^{(i)}-x_{j}\right\| \leq\right.$ $\left.r_{i}\right\}$. By Theorem 1.4.1 and the union bound, we know that

$$
\operatorname{Pr}\left[\mathcal{E}_{3}\right] \geq 1-\sum_{i=1}^{\log n} n_{i} \cdot \frac{\delta}{3 i^{2} n_{i}} \geq 1-\delta / 3
$$

Let $\mathcal{E}=\mathcal{E}_{1} \cap \mathcal{E}_{2} \cap \mathcal{E}_{3}$. Then $\operatorname{Pr}[\mathcal{E}] \geq 1-\delta$ by the union bound. It remains to prove that conditioned on $\mathcal{E}$, the algorithm rejects.

For every $v_{i} \in V^{*}$, let $j_{i} \in S_{l_{i}}$ denote the index such that $\left.\operatorname{cost}\left(V_{i}, x_{j_{i}}\right) \leq 6 \operatorname{cost}\left(V_{i}, v_{i}\right)\right\}$. ( $j_{i}$ must exist since we condition on $\mathcal{E}$.)

Now we show that $P:=\left\{x_{j_{i}}^{\left(l_{i}\right)}: i=1,2, \ldots, k\right\}$ is indeed a constant factor approximate $k$-median clustering. Indeed,

$$
\begin{array}{rlr}
\operatorname{cost}(X, P) & \leq \sum_{i=1}^{k} \operatorname{cost}\left(V_{i}, x_{j_{i}}^{\left(l_{i}\right)}\right) & \text { (Defn. of cost) } \\
& \leq \sum_{i=1}^{k} \operatorname{cost}\left(V_{i}, x_{j_{i}}\right)+\left|V_{i}\right|\left\|x_{j_{i}}-x_{j_{i}}^{\left(l_{i}\right)}\right\| & \text { (triangle ineq.) } \\
& \leq 6 \sum_{i=1}^{k} \operatorname{cost}\left(V_{i}, v_{i}\right)+\left|V_{i}\right| \cdot r_{l_{i}} & \text { (Defn. of } \left.x_{j_{i}} \text { and } \mathcal{E}\right) \\
& \leq 6 \mathrm{OPT}+\sum_{i=1}^{k} 2^{l_{i}+1} \cdot \frac{C}{100 k 2^{l_{i}}} & \left(\left|V_{i}\right| \leq 2^{l_{i}+1} \text { and Defn. of } r_{l_{i}}\right) \\
& \leq 6 C / 100+\frac{C}{50} &  \tag{OPT<C/100}\\
& =\frac{4}{50} C<C / 10
\end{array}
$$

Recall that we condition on $\mathcal{E}$. Hence $\operatorname{TestNATKP~}\left(\left\{\mathcal{O}\left(x_{i}\right): i \in[n]\right\}, P, C, \frac{\delta}{|S|^{k}}\right)$ rejects by Lemma 2.3.2. So we conclude that TestKmedian rejects when OPT < $C / 100$. Moreover, note that the output $V$ satisfies that $\operatorname{TestNATKP~}\left(\left\{\mathcal{O}\left(x_{i}\right): i \in\right.\right.$ $\left.[n]\}, V, C, \frac{\delta}{|S|^{k}}\right)$ rejects. By Lemma 2.3 .2 , we have $\operatorname{cost}(X, V) \leq 10 C$.

Finally, we consider the sample complexity. There are two places involving taking samples from the oracles: Line 5 and Line 8. For Line 5, the sample complexity is upper bounded by

$$
\tilde{O}_{\delta^{-1}}\left(\sum_{i=1}^{\left\lceil\log _{2} n\right\rceil} n_{i} r_{i}^{-2} d\right)=\tilde{O}_{\delta^{-1}}\left(\sum_{i=1}^{\left\lceil\log _{2} n\right\rceil} k^{2} n 2^{i} C^{-2} d\right)=\tilde{O}_{\delta^{-1}}\left(d k^{2} n^{2} C^{-2}\right)
$$

For Line 8, the sample complexity is bounded by a single call of $\operatorname{TestNATKP}\left(\left\{\mathcal{O}\left(x_{i}\right)\right.\right.$ : $\left.i=1,2, \ldots, n\}, V, C, \frac{\delta}{|S|^{k}}\right)$ since we use the same samples over all $V$. By Lemma 2.3.2, the sample complexity is

$$
\tilde{O}\left(d\left(n^{2} C^{-2}+n\right) \log ^{2}|S|^{k}\right)=\tilde{O}_{\delta^{-1}}\left(d k^{2}\left(n^{2} C^{-2}+n\right)\right)
$$

So the total sample complexity is upper bounded by

$$
\tilde{O}_{\delta^{-1}}\left(d k^{2}\left(n^{2} \mathrm{C}^{-2}+n\right)\right) .
$$

### 2.3.3 Noisy $k$-Median

Now we are ready to design a simple binary search algorithm based on TestKmedian. The idea is straightforward - to guess the optimal $k$-median value iteratively and apply TestKmedian to test the guess.

We summarize the main theorem as follows. The proof is very similar to the proof of Theorem 2.2.6 and can be found in Appendix A.

Theorem 2.3.4. With probability at least $1-\delta$, $\operatorname{NoisyKmedian2~}(X, k, \delta)$ outputs an $O(1)$-approximate $k$-median clustering and an $O(1)$-approximate $k$-median value on $X$, with sample complexity

$$
\tilde{O}_{\delta^{-1}}\left(d k^{2}\left(n^{2} \mathrm{OPT}^{-2}+n\right)\right)
$$

```
Algorithm 7 NoisyKmedian2 \(\left(X=\left\{\mathcal{O}\left(x_{i}\right): i=1,2, \ldots, n\right\}, k, \delta\right)\)
Require: A sample access \(\mathcal{O}\left(x_{i}\right)\) for every \(i \in[n]\), the number of centers \(k\), a confi-
    dence parameter \(\delta \in(0,1)\).
Ensure: An \(O(1)\)-approximate \(k\)-median clustering on \(X\) and an \(O(1)\)-approximate
    \(k\)-median value.
    \(C \leftarrow 1000 n, i \leftarrow 1\).
    If TestKmedian \(\left(\left\{\mathcal{O}\left(x_{i}\right): i=1,2, \ldots, n\right\}, k, C, \delta / 20\right)\) accepts then
    return NoisyKmedian \(\left.\left(\left\{\mathcal{O}\left(x_{i}\right): i=1,2, \ldots, n\right]\right\}, \delta / 10\right)\).
    while TRUE do
        if TestKmedian \(\left(\left\{\mathcal{O}\left(x_{i}\right): i=1,2, \ldots, n\right\}, k, C, \frac{\delta}{10 i(i+1)}\right)\) rejects then
            return \(V\) which is the output of \(\operatorname{TestKNATKP}\left(\left\{\mathcal{O}\left(x_{i}\right): i=\right.\right.\)
            \(\left.1,2, \ldots, n\}, k, C, \frac{\delta}{10 i(i+1)}\right)\) and \(C\).
        end if
        \(C \leftarrow C / 10, i \leftarrow i+1\).
    end while
```

where OPT is the optimal $k$-median value on $X$.

### 2.4 Lower Bound

We discuss the sampling lower bound of the noisy $k$-median problem in this section. We will consider both the instance lower bound and the worst-case lower bound.

### 2.4.1 Instance Lower Bound

We first consider the instance lower bound for the noisy $k$-median problem. Recall that in a noisy $k$-median instance, we are given sample access to $n$ uncertain points $\left\{\mathcal{O}\left(x_{i}\right): i \in[n]\right\}$. The following theorem gives an instance sampling lower bound for the noisy 1-median clustering which shows the tightness of Theorem 2.2.6.

Theorem 2.4.1. For any noisy 1 -median instance in $\mathbb{R}^{d}$, assume that the optimal 1 -median value is OPT. Then any $(1-\delta)$-correct algorithm with approximation factor 2 takes at least $\Omega\left(n^{2} \mathrm{OPT}^{-2} \ln \delta^{-1}+n\right)$ samples in expectation.

Proof. Assume the $n$ Gaussian distributions for $\left\{\mathcal{O}\left(x_{i}\right): i \in[n]\right\}$ are $N\left(x_{i}, I_{d}\right), i \in[n]$. W.l.o.g., we assume that the optimal solution of the given instance is $v=(0,0, \ldots, 0)$.

We first show an $\Omega(n)$ lower bound, which is relatively easy. Suppose for contradiction that a $(1-\delta)$-correct algorithm $\mathbb{A}$ takes $o(n)$ samples in expectation. Now, suppose we pick an arm $x_{i}$ uniformly at random, and replace $x_{i}$ with an arm $a$ with center extremely far from $v$. Then clearly OPT would be dominated by $\|a\|$ and thus change dramatically. But $\mathbb{A}$ can only detect this change with $o(1)$ probability, since it can touch at most $o(n)$ arms. Therefore, $\mathbb{A}$ cannot be $(1-\delta)$-correct with $o(n)$ samples.

Next we prove an $\Omega\left(n^{2} \mathrm{OPT}^{-2} \ln \delta^{-1}\right)$ lower bound. Suppose for contradiction that an algorithm $\mathbb{A}$ takes $o\left(n^{2} \mathrm{OPT}^{-2} \ln \delta^{-1}\right)$ samples in expectation. Let $\tau_{i}$ be the expected number of samples taken from the $i$-th arm. For convenience, we define

$$
O=\mathrm{OPT}=\sum_{i=1}^{N}\left\|x_{i}\right\|
$$

We construct another sequence of Gaussian distributions $N\left(u_{i}, I_{d}\right)$ as follows. For each $i$, we set $u_{i}$ such that $u_{i}=x_{i}+\frac{2 O}{N} \cdot \frac{x_{i}}{\left\|x_{i}\right\|}$. Recall that $v=(0,0, \ldots, 0)$ is the optimal 1-median solution of $\left\{x_{i}\right\}$. By fixing a coodinate $j \in[d]$, we know that the median value of all $x_{i, j}$ (the $j$-th entry of $x_{i}$ ) must be 0 . By the definition of $u_{i}$, it is not hard to see that the median value of all $u_{i, j}$ (the $j$-th entry of $u_{i}$ ) is 0 for any fixed coordinate $j \in[d]$. Thus, the optimal 1-median center of the instance $\left\{u_{i}\right\}$ is still $v=(0,0, \ldots, 0)$. We conclude that the optimal 1-median value of $\left\{u_{i}\right\}$ is $\sum_{i=1}^{N}\left\|u_{i}\right\|$. Note that we have

$$
\sum_{i=1}^{N}\left\|u_{i}\right\|-\left\|x_{i}\right\|=\sum_{i=1}^{N}\left\|u_{i}-x_{i}\right\|=\sum_{i=1}^{N} \frac{2 O}{N}=2 O .
$$

Therefore, we have

$$
\sum_{i=1}^{N}\left\|u_{i}\right\|=3 O
$$

Let $\mathcal{C}$ denote the original sequence of arms, and $\mathcal{C}^{\prime}$ denote the sequence of arms corresponding to $u_{i}$. We also let $\mathcal{E}$ be the event that $\mathbb{A}$ outputs a value at most $O$. Note that if $\mathcal{E}$ happens, $\mathbb{A}$ can not output a 2 -approximation solution for $\left\{u_{i}\right\}_{i \in[n]}$.

Clearly, by the assumption of $\mathbb{A}$, we have

$$
\underset{\mathbb{A}, \mathcal{C}}{\operatorname{Pr}}[\mathcal{E}] \geq 1-\delta \text { and } \operatorname{Pr}_{\mathbb{A}, \mathcal{C}^{\prime}}[\mathcal{E}] \leq \delta
$$

Now we apply Lemma 1.4.3 and Equality (1.2), and we have

$$
\sum_{i=1}^{N} \tau_{i} \cdot \frac{1}{2} \cdot\left\|x_{i}-u_{i}\right\|^{2} \geq d\left(\underset{\mathbb{A}, \mathcal{C}}{\operatorname{Pr}}[\mathcal{E}], \underset{\mathbb{A}, \mathcal{C}^{\prime}}{\operatorname{Pr}}[\mathcal{E}]\right) \geq \Omega\left(\ln \delta^{-1}\right)
$$

Since

$$
\sum_{i=1}^{N} \tau_{i} \cdot \frac{1}{2} \cdot\left\|x_{i}-u_{i}\right\|^{2}=\sum_{i=1}^{N} \tau_{i} \cdot \frac{1}{2} \cdot \frac{4 O^{2}}{n^{2}}=\frac{2 O^{2}}{n^{2}} \cdot \sum_{i=1}^{N} \tau_{i}
$$

we have

$$
\sum_{i=1}^{N} \tau_{i} \geq n^{2} \cdot \ln \delta^{-1} / 2 O^{2}
$$

which completes the proof.

By letting $u_{i}=x_{i}+\frac{(1+\varepsilon) O}{N} \cdot \frac{x_{i}}{\left\|x_{i}\right\|}$ in the above proof, we directly have the following corollary.

Corollary 2.4.2. For any noisy 1 -median instance in $\mathbb{R}^{d}$, assume that the optimal 1 -median value is OPT. Then any $(1-\delta)$-correct algorithm with approximation factor $1+\varepsilon$ takes at least $\Omega\left(\varepsilon^{-2} n^{2} \mathrm{OPT}^{-2} \ln \delta^{-1}+n\right)$ samples in expectation for any $\varepsilon>0$.

For the general case, we have the following theorem.

Theorem 2.4.3. For any noisy 1 -median instance in $\mathbb{R}^{d}$, assume the optimal $k$ median clustering is $V=\left\{v_{1}, \ldots, v_{k}\right\}$ and the optimal $k$-median value is OPT. If for any pair $v_{i}, v_{j} \in V$, we have $\left\|v_{i}-v_{j}\right\|>6 \mathrm{OPT}$. Then any $(1-\delta)$-correct algorithm with approximation factor 2 takes at least $\Omega\left(n^{2} \mathrm{OPT}^{-2} \ln \delta^{-1}+n\right)$ samples in expectation.

Proof. We first show an $\Omega(n)$ lower bound. Suppose for contradiction that a ( $1-\delta$ )correct algorithm $\mathbb{A}$ takes $o(n)$ samples in expectation. Now, suppose we pick an arm $x_{i}$ uniformly at random, and replace $x_{i}$ with an arm $a$ extremely far from the rest arms. Then clearly the optimal $k$-median clustering of this modified instance should
include $a$. But $\mathbb{A}$ can only detect this change with $o(1)$ probability, since it can touch at most $o(n)$ arms. Therefore, $\mathbb{A}$ cannot be $(1-\delta)$-correct with $o(n)$ samples.

The proof of an $\Omega\left(n^{2} \cdot \ln \delta^{-1} / \mathrm{OPT}^{2}\right)$ lower bound is similar to Theorem 2.4.1. The optimal solution $V$ partitions $\left\{x_{i}\right\}$ into different clusters according to their distance to $V$. W.l.o.g., assume $x_{1}, x_{2}, \ldots, x_{m}$ are points satisfying that $v_{1}=\arg \min _{v \in V}\left\|x_{i}-v\right\|$ $(1 \leq i \leq m)$. We construct another sequence of Gaussian distributions $N\left(u_{i}, I_{d}\right)$ as follows. For each $1 \leq i \leq m$, we set $u_{i}$ such that $u_{i}=x_{i}+\frac{2 \mathrm{OPT}}{n} \cdot \frac{x_{i}-v_{1}}{\left\|x_{i}-v_{1}\right\|}$. Observe that $\left\|u_{i}-v_{1}\right\|=\left\|x_{i}-v_{1}\right\|+2 \mathrm{OPT} / n$. For other clusters, we construct $u_{i}$ respectively.

We first show that $V$ is still the optimal $k$-median clustering of $\left\{u_{i}\right\}$. Assume $V^{*}$ is the optimal $k$-median clustering of $\left\{u_{i}\right\}$. Again, $V^{*}$ partitions $\left\{u_{i}\right\}$ into different clusters. We claim that each cluster of $\left\{u_{i}\right\}$ according to $V^{*}$ corresponds to a cluster of $\left\{x_{i}\right\}$ according to $V$. Note that

$$
\begin{equation*}
\sum_{i=1}^{n} \min _{v \in V}\left\|u_{i}-v\right\| \leq \sum_{i=1}^{n} \min _{v \in V}\left\|x_{i}-v\right\|+n \cdot 2 \mathrm{OPT} / n=3 \mathrm{OPT} \tag{2.7}
\end{equation*}
$$

W.l.o.g., suppose there exists two points $x_{1}$ and $x_{2}$ belong to different clusters according to $V$, while $u_{1}$ and $u_{2}$ belong to the same cluster $v^{*}$ according to $V^{*}$. W.l.o.g., assume that the closest point in $V$ for $x_{1}$ and $x_{2}$ are $v_{1}$ and $v_{2}$ respectively. Then by the triangle inequality and the assumption that $\left\|v_{1}-v_{2}\right\|>6 \mathrm{OPT}$, we have
$\left\|u_{1}-u_{2}\right\|>\left\|v_{1}-v_{2}\right\|-\left\|v_{1}-x_{1}\right\|-\left\|x_{1}-u_{1}\right\|-\left\|v_{2}-x_{2}\right\|-\left\|x_{2}-u_{2}\right\|>6 \mathrm{OPT}-\mathrm{OPT}-4 \mathrm{OPT} / n>3 \mathrm{OPT}$.

It implies that
$\sum_{i=1}^{n} \min _{v \in V}\left\|u_{i}-v\right\| \stackrel{\text { Defn. of } V^{*}}{\geq} \sum_{i=1}^{n} \min _{v \in V^{*}}\left\|u_{i}-v\right\| \geq\left\|u_{1}-v^{*}\right\|+\left\|u_{2}-v^{*}\right\| \stackrel{\text { triangle ineq. }}{\geq}\left\|u_{1}-u_{2}\right\|>3 \mathrm{OPT}$,
which is a contradiction with Inequality (2.7). Thus, $x_{1}$ and $x_{2}$ belong to different clusters according to $V$, then $u_{1}$ and $u_{2}$ must belong to different clusters according to $V^{*}$. It implies that each cluster of $\left\{x_{i}\right\}$ according to $V$ corresponds to at least one cluster of $\left\{u_{i}\right\}$ according to $V^{*}$. However, we have $\left|V^{*}\right|=|V|=k$. Thus, each cluster
of $\left\{u_{i}\right\}$ according to $V^{*}$ corresponds to a cluster of $\left\{x_{i}\right\}$ according to $V$.
Then by the same argument as in Theorem 2.4.1, we can prove that $V^{*}=V$. Finally, since the partition of $\left\{u_{i}\right\}$ remains the same, we have

$$
\sum_{i=1}^{n} \min _{v \in V}\left\|u_{i}-v\right\|=\sum_{i=1}^{n} \min _{v \in V}\left\|x_{i}-v\right\|+n \cdot 2 \mathrm{OPT} / n=3 \mathrm{OPT}
$$

By the same argument as in Theorem 2.4.1, we know that any $(1-\delta)$-correct algorithm with approximation factor 2 takes at least $\Omega\left(n^{2} \mathrm{OPT}^{-2} \ln \delta^{-1}\right)$ samples in expectation to distinguish $\left\{x_{i}\right\}$ and $\left\{u_{i}\right\}$. It completes the proof.

### 2.4.2 Worst-Case Lower Bound

Now we prove a worst-case lower bound of the noisy $k$-median problem. Precisely, we show that there exists a family of noisy $k$-median instances where $\Omega\left(n+\sqrt{d} n^{2} \mathrm{OPT}^{-2}\right)$ samples are required for any 0.9-correct algorithm. This result shows that the factor $\sqrt{d}$ is also necessary in the upper bound. We first need the following lemma for preparation.

Lemma 2.4.4. There is no 0.9-correct algorithm that takes $o\left(\sqrt{d} / \varepsilon^{2}\right)$ samples in expectation from an d-dimensional Gaussian $N\left(\mu, I_{d}\right)$ distinguishes between the cases

1. $\mu=0$
2. $\|\mu\|>\varepsilon$.

Proof. Note that this lemma is very similar to Theorem C. 2 in [36]. $3^{3}$ The only difference is that we consider the number of samples in expectation.

Suppose for sake of contradiction that such an algorithm exists. If the probability that it distinguishes the two cases with $o\left(\sqrt{d} / \epsilon^{2}\right)$ samples is larger than $1 / 3$. Then by Theorem C. 2 in [36], we have that the accuracy of this algorithm is less than $1-1 / 3 \times 1 / 3=8 / 9$, which is a contradiction. Otherwise, the algorithm takes

[^7]$\Omega\left(\sqrt{d} / \epsilon^{2}\right)$ samples with probability at least $2 / 3$. Then the algorithm takes $\Omega\left(\sqrt{d} / \epsilon^{2}\right)$ samples in expectation, which is also a contradiction.

We are ready to prove the following theorem.

Theorem 2.4.5. There exists an infinite sequence of noisy $k$-median instances, such that any 0.9-correct algorithm for any instance with approximation factor 2 takes at least

$$
\Omega\left(\sqrt{d} n^{2} \mathrm{OPT}^{-2}+n\right)
$$

samples in expectation. Here, OPT is the optimal $k$-median value.

Proof. Consider the following sequence of $(2 n+2)$-arms $\mathcal{C}=\left(a_{0}=N\left(x_{0}, I_{d}\right), b_{0}=\right.$ $\left.N\left(y_{0}, I_{d}\right), a_{1}=N\left(x_{1}, I_{d}\right), b_{1}=N\left(x_{1}, I_{d}\right), \ldots, a_{n}=N\left(x_{n}, I_{d}\right), b_{n}=\left(x_{n}, I_{d}\right)\right)$ satisfying the following property:

1. $\left\|y_{0}-x_{0}\right\|=\sqrt{n}$.
2. The distance between any $x_{i}$ and $x_{j}(0 \leq i<j \leq n)$ is far away enough, say $2^{n^{2}}$.

Let $k=n+1$. Assume that $\mathbb{A}$ is a 0.9 -correct algorithm with approximation factor 2. By the same argument as in Lemma 2.4.3, A must take $\Omega(n)$ samples in expectation. Then suppose for sake of contradiction that $\mathbb{A}$ takes $o\left(\sqrt{d} n^{2} \mathrm{OPT}^{-2}\right)$ samples in expectation. Let $V=\left\{x_{0}, x_{1}, \ldots, x_{n}\right\}$. Observe that the optimal $k$-median value of $\mathcal{C}$ is exactly OPT $=\sum_{i=0}^{n} \min _{v \in V}\left\|y_{i}-v\right\|=\sqrt{n}$. Thus, $\mathbb{A}(\mathcal{C})$ outputs a value at most $2 \sqrt{n}$ with probability at least 0.9.

Construct another sequence of $(2 n+2)$ independent $\operatorname{arms} \mathcal{C}^{\prime}=\left(a_{0}^{\prime}=N\left(x_{0}, I_{d}\right), b_{0}^{\prime}=\right.$ $\left.N\left(y_{0}, I_{d}\right), a_{1}^{\prime}=N\left(x_{1}, I_{d}\right), b_{1}^{\prime}=N\left(x_{1}+\xi, I_{d}\right), \ldots, a_{n}^{\prime}=N\left(x_{n}, I_{d}\right), b_{n}^{\prime}=\left(x_{n}+\xi, I_{d}\right)\right)$. Here, $\xi \in \mathbb{R}^{d}$ satisfies that $1 / \sqrt{n}<\|\xi\| \leq 2 n d$. In this case, the optimal $k$-median value of $\mathcal{C}^{\prime}$ is exactly $\mathrm{OPT}^{\prime}=\sum_{i=0}^{n} \min _{v \in V}\left\|y_{i}-v\right\|>2 \sqrt{n}$. Thus, $\mathbb{A}\left(\mathcal{C}^{\prime}\right)$ outputs a value larger than $2 \sqrt{n}$ with probability at least 0.9 .

Now we construct an algorithm $\hat{\mathbb{A}}$ to distinguish the two cases in Lemma 2.4.4. $\mu=0$ or $\|\mu\|>1 / \sqrt{n}$. Firstly, $\hat{\mathbb{A}}$ take 1 sample $x$. If $\|x\|>n d$, output $\|\mu\|>\epsilon$.

Otherwise, $\hat{\mathbb{A}}$ construct a $(2 n+2)$-arm instance as follows: $\hat{\mathcal{C}}=\left(\hat{a}_{0}=N\left(x_{0}, I_{d}\right), \hat{b}_{0}=\right.$ $\left.N\left(y_{0}, I_{d}\right), \hat{a}_{1}=N\left(x_{1}, I_{d}\right), \hat{b}_{1}=N\left(x_{1}+\mu, I_{d}\right), \ldots, \hat{a}_{n}=N\left(x_{n}, I_{d}\right), \hat{b}_{n}=\left(x_{n}+\mu, I_{d}\right)\right)$. Let $V=\left\{x_{0}, x_{1}, \ldots, x_{n}\right\}$. We obtain a noisy $(n+1)$-median instance.

Run algorithm $\mathbb{A}$ on this instance. This can be done by the following simulation. If $\mathbb{A}$ wants to take a sample from arm $\hat{a}_{i}(0 \leq i \leq n)$ or arm $\hat{b}_{0}, \hat{\mathbb{A}}$ directly draws a sample from the corresponding Gaussian distribution. If $\mathbb{A}$ wants to take a sample from $\operatorname{arm} \hat{b}_{i}(1 \leq i \leq n), \hat{\mathbb{A}}$ draws a sample $y$ from the unknown distribution $N\left(\mu, I_{d}\right)$, and produces $y+x_{i}$ as a sample drawn from $\operatorname{arm} \hat{b}_{i}$. If $\mathbb{A}(\hat{\mathcal{C}})$ outputs a value at most $2 \sqrt{n}$, then $\hat{\mathbb{A}}$ outputs $\|\mu\|=0$. Otherwise if $\mathbb{A}(\hat{\mathcal{C}})$ outputs a value larger than $2 \sqrt{n}$, then $\hat{\mathbb{A}}$ outputs $\|\mu\|>1 / \sqrt{n}$. Note that $\hat{\mathbb{A}}$ only takes $o\left(n^{2} \sqrt{d} / \sqrt{n}^{2}\right)=o(n \sqrt{d})$ samples in expectation.

It remains to prove that the correctness of $\hat{\mathbb{A}}$ is at least 0.9. Then by Lemma 2.4.4, $\hat{\mathbb{A}}$ must take $\Omega(n \sqrt{d})$ in expectation which leads to a contradiction and finishes the proof. Firstly, if $\|\mu\|>2 n d$, then with probability $0.99, \mathbb{A}$ take a sample $x$ with $\|x\|>$ $n d$ and successfully distinguish the two cases. Otherwise if $1 / \sqrt{n}<\|\mu\| \leq 2 n d, \mathbb{A}(\hat{\mathcal{C}})$ will output a value larger than $2 \sqrt{n}$ with probability at least 0.9 by the assumption of $\mathbb{A}$. Finally, if $\mu=0, \mathbb{A}(\hat{\mathcal{C}})$ will output a value at most $2 \sqrt{n}$ with probability at least 0.9. Thus, $\hat{\mathbb{A}}$ can distinguish the two cases with success probability at least 0.9 , which is a contraction.

## Chapter 3

## Robust Coreset and Property Testing

In this Chapter, we consider robust coresets for the $(k, z)$-clustering problem with outliers (see Definition 1.2.2). We generalize and improve the prior result [39] for Euclidean space, and prove the existence of robust coresets with smaller size in doubling metrics. The following is the main theorem of this Chapter.

Theorem 3.0.6. Let $M(X, d)$ be a doubling metric space (a d-dimensional Euclidean space resp.). Suppose $S$ is a uniform independent sample of $\Gamma$ ( $\Gamma^{\prime}$ resp.) points from $X$, where

$$
\Gamma=O\left(\frac{k}{\alpha^{2}}(\operatorname{ddim}(M) \cdot \log (z / \varepsilon)+\log k+\log \log (1 / \tau))+\frac{\log (1 / \tau)}{\alpha^{2}}\right)
$$

and

$$
\Gamma^{\prime}=O\left(\frac{1}{\alpha^{2}}(k d \log k+\log (1 / \tau))\right) .
$$

Then with probability at least $1-\tau, \mathcal{S}$ is an $(\alpha, \varepsilon)$-robust coreset $((\alpha, 0)$-robust coreset resp.) for the $(k, z)$-clustering problem with outliers.

### 3.1 Approximation to Robust Coreset

Our main idea is to construct an $\varepsilon$-approximation and show that an $\varepsilon$-approximation for the range space already induces a robust coreset. We consider the functional representation of the problem as follows:

Definition 3.1.1 (Robust Coreset for a Set of Functions). Assume $0<\alpha, \varepsilon<\frac{1}{4}$. Let $\mathcal{G}$ be a finite set of functions $[X]^{k} \rightarrow \mathbb{R}_{\geq 0}$. For any $0<\gamma<1, C \in[X]^{k}$ and $\mathcal{S} \subseteq \mathcal{G}$, let

$$
\mathcal{S}^{-\gamma}(C):=\min _{\mathcal{S}^{\prime} \subseteq \mathcal{S}:\left|\mathcal{S}^{\prime}\right|=\lceil(1-\gamma)|\mathcal{S}|\rceil} \sum_{g \in \mathcal{S}^{\prime}} g(C),
$$

which is the sum of the smallest $\lceil(1-\gamma)|\mathcal{S}|\rceil$ values $g(C)$. Then a subset $\mathcal{S} \subseteq \mathcal{G}$ is called an $(\alpha, \varepsilon)$-robust coreset of $\mathcal{G}$ if for any $\alpha<\gamma<1-\alpha$ and $C \in[X]^{k}$,

$$
\begin{equation*}
(1-\varepsilon) \cdot \frac{\mathcal{G}^{-(\gamma+\alpha)}(C)}{|\mathcal{G}|} \leq \frac{\mathcal{S}^{-\gamma}(C)}{|\mathcal{S}|} \leq(1+\varepsilon) \cdot \frac{\mathcal{G}^{-(\gamma-\alpha)}(C)}{|\mathcal{G}|} \tag{3.1}
\end{equation*}
$$

Remark 3.1.2. To reduce the problem of constructing a robust coreset for clustering to the problem for functions, for $x \in X$, let $g_{x}(\cdot)$ be a function from $[X]^{k}$ to $\mathbb{R}_{\geq 0}$ such that $g_{x}(C)=d^{z}(x, C)$. Let $\mathcal{G}:=\left\{g_{x} \mid x \in X\right\}$.

We note that our definition is slightly different from that in [39, Definition 8.1] 1 . In particular, in Euclidean spaces, one can check that an $(\varepsilon \gamma / 4,0)$-robust coreset is a $(\gamma, \varepsilon)$-coreset in [39, Definition 8.1].

Next, we prove the following simple connection between $\alpha$-approximation of ( $\mathcal{G}$, ranges $(\mathcal{G})$ ) and robust coreset of $\mathcal{G}$ in Lemma 3.1.4. This lemma improves [39, Theorem 8.3] in which they show that an $\left(\varepsilon^{2} \gamma / 63\right)$-approximation is a $(\gamma, \varepsilon)$-coreset ${ }^{2}$. First we need the following simple formulas.

Claim 3.1.3. For any $\gamma \in(\alpha, 1-\alpha)$ and $C \in[X]^{k}$, the following equations hold:

[^8]\[

$$
\begin{gather*}
\frac{\mathcal{S}^{-\gamma}(C)}{|\mathcal{S}|}=\int_{0}^{\infty}\left(\frac{\lceil(1-\gamma)|\mathcal{S}|\rceil}{|\mathcal{S}|}-\frac{|\mathcal{S} \cap \operatorname{range}(\mathcal{G}, C, r)|}{|\mathcal{S}|}\right)_{+} d r,  \tag{3.2}\\
\frac{\mathcal{G}^{-(\gamma+\alpha)}(C)}{|\mathcal{G}|}=\int_{0}^{\infty}\left(\frac{\lceil(1-\gamma-\alpha)|\mathcal{G}|\rceil}{|\mathcal{G}|}-\frac{|\operatorname{range}(\mathcal{G}, C, r)|}{|\mathcal{G}|}\right)_{+} d r,  \tag{3.3}\\
\frac{\mathcal{G}^{-(\gamma-\alpha)}(C)}{|\mathcal{G}|}=\int_{0}^{\infty}\left(\frac{\lceil(1-\gamma+\alpha)|\mathcal{G}|\rceil}{|\mathcal{G}|}-\frac{|\operatorname{range}(\mathcal{G}, C, r)|}{|\mathcal{G}|}\right)_{+} d r . \tag{3.4}
\end{gather*}
$$
\]

Proof. We only proof the first one. The other two Equations (3.3) and (3.4) can be proved in the same manner. Let $\mathcal{D}$ be the collection of functions $g \in \mathcal{S}$ with the smallest $\lceil(1-\gamma)|\mathcal{S}|\rceil$ values $g(C)$. Using integration, we know that

$$
\frac{\mathcal{S}^{-\gamma}(C)}{|\mathcal{S}|}=\int_{0}^{\infty} \frac{|\{g(C)>r \mid g \in \mathcal{D}\}|}{|\mathcal{S}|} d r .
$$

By definition, we have

$$
\begin{aligned}
\frac{|\{g(C)>r \mid g \in \mathcal{D}\}|}{|\mathcal{S}|} & =\frac{|\mathcal{D} \backslash \operatorname{range}(\mathcal{G}, C, r)|}{|\mathcal{S}|}=\frac{(|\mathcal{D}|-|\mathcal{S} \cap \operatorname{range}(\mathcal{G}, C, r)|)_{+}}{|\mathcal{S}|} \\
& =\left(\frac{\lceil(1-\gamma)|\mathcal{S}|\rceil}{|\mathcal{S}|}-\frac{|\mathcal{S} \cap \operatorname{range}(\mathcal{G}, C, r)|}{|\mathcal{S}|}\right)_{+}
\end{aligned}
$$

which proves Equation (3.2).

Lemma 3.1.4. If $\mathcal{S}$ is an $\frac{\alpha}{2}$-approximation of $(\mathcal{G}, \operatorname{ranges}(\mathcal{G}))$ such that $|\mathcal{S}|,|\mathcal{G}| \geq 2 / \alpha$, then $\mathcal{S}$ is an $(\alpha, 0)$-robust coreset of $\mathcal{G}$.

Proof. Let $\mathcal{S} \subseteq \mathcal{G}$ be an $\alpha$-approximation of $(\mathcal{G}$, ranges $(\mathcal{G}))$. We prove $\mathcal{S}$ is also an $(\alpha, 0)$-robust coreset of $\mathcal{G}$. Since $\mathcal{S}$ is an $\frac{\alpha}{2}$-approximation of $\mathcal{G}$, for any $C \in[X]^{k}$ and $r \geq 0$,

$$
\begin{equation*}
\left|\frac{|\operatorname{range}(\mathcal{G}, C, r)|}{|\mathcal{G}|}-\frac{|\mathcal{S} \cap \operatorname{range}(\mathcal{G}, C, r)|}{|\mathcal{S}|}\right| \leq \frac{\alpha}{2} \tag{3.5}
\end{equation*}
$$

So we have that

$$
\begin{aligned}
\left(\frac{\lceil(1-\gamma-\alpha)|\mathcal{G}|\rceil}{|\mathcal{G}|}-\frac{|\operatorname{range}(\mathcal{G}, C, r)|}{|\mathcal{G}|}\right)_{+} & \leq\left(\frac{\lceil(1-\gamma-\alpha)|\mathcal{G}|\rceil}{|\mathcal{G}|}+\frac{\alpha}{2}-\frac{|\mathcal{S} \cap \operatorname{range}(\mathcal{G}, C, r)|}{|\mathcal{S}|}\right)_{+} \\
& \leq\left(\frac{(1-\gamma-\alpha)|\mathcal{G}|+1}{|\mathcal{G}|}+\frac{\alpha}{2}-\frac{|\mathcal{S} \cap \operatorname{range}(\mathcal{G}, C, r)|}{|\mathcal{S}|}\right)_{+} \\
& =\left(\frac{(1-\gamma)|\mathcal{S}|}{|\mathcal{S}|}-\frac{\alpha}{2}+\frac{1}{|\mathcal{G}|}-\frac{|\mathcal{S} \cap \operatorname{range}(\mathcal{G}, C, r)|}{|\mathcal{S}|}\right)_{+} \\
& \leq\left(\frac{\lceil(1-\gamma)|\mathcal{S}|\rceil}{|\mathcal{S}|}-\frac{|\mathcal{S} \cap \operatorname{range}(\mathcal{G}, C, r)|}{|\mathcal{S}|}\right)_{+}
\end{aligned}
$$

The first inequality holds due to Inequality (3.5) and the last follows because $|\mathcal{G}| \geq$ $2 / \alpha$.

Together with (3.2) and (3.3), we have that

$$
\frac{\mathcal{G}^{-(\gamma+\alpha)}(C)}{|\mathcal{G}|} \leq \frac{\mathcal{S}^{-\gamma}(C)}{|\mathcal{S}|}
$$

Similarly, by (3.2), (3.4) and (3.5), we can also show that

$$
\frac{\mathcal{S}^{-\gamma}(C)}{|\mathcal{S}|} \leq \frac{\mathcal{G}^{-(\gamma-\alpha)}(C)}{|\mathcal{G}|}
$$

which completes the proof.

In the $d$-dimensional Euclidean space, one can utilize a $(\gamma \varepsilon / 8)$-approximation to construct a $(\gamma, \varepsilon)$-coreset of [39, Definition 8.1]. Using the improved Lemma 3.1.4, we can improve the robust coreset size in [39, Definition 8.1] from $O\left(k d \log k \cdot \gamma^{-2} \varepsilon^{-4}\right) 3^{3}$ to $O\left(k d \log k \cdot \gamma^{-2} \varepsilon^{-2}\right)$.

Proof. (proof of Theorem 3.0.6) For the Euclidean space $\mathbb{R}^{d}$, by [69], we can construct an $\frac{\alpha}{2}$-approximation of $\mathcal{G}$ defined as in Remark 3.1.2, by taking $O\left(\frac{k d \log k}{\alpha^{2}}\right)$ uniform samples from $X$. Then by Lemma 3.1.4, we complete the proof for the Euclidean space.

Since dealing with doubling metrics requires more involved techniques which are

[^9]less relevant with this paper. We omit all the details here but refer the interested readers to our paper [58, Section 6.2.1].

### 3.2 Application to Property Testing

In this section, we show some applications of robust coreset to property testing. We start with the following definition that captures the notion of bi-criteria algorithms.

Definition 3.2.1. Let $M(X, d)$ be a metric space. Let $\lambda \geq 1,0<\alpha<1 / 4$ and $\alpha<$ $\gamma<1-\alpha$. We say $A$ is a $(\lambda, \gamma, \alpha)$-approximation algorithm for the $(k, z)$-clustering problem with outliers, if $A$ returns a number $\Lambda$ such that $\min _{C \in[X]^{k}} \mathcal{K}_{z}^{-(\gamma+\alpha)}(X, C) \leq$ $\Lambda \leq \lambda \cdot \min _{C \in[X]^{k}} \mathcal{K}_{z}^{-(\gamma-\alpha)}(X, C)$.

Theorem 3.2.2 (Testing of $(k, z)$-clustering). Let $M(X, d)$ be a doubling metric space (d-dimensional Euclidean space resp.). Let $\lambda \geq 1,0<\alpha<1 / 4$ and $\alpha<\gamma<1-\alpha$. Suppose there is a $(\lambda, \gamma, \alpha)$-approximation algorithm for the $(k, z)$-clustering problem with outliers, which runs in time $T(|X|, \lambda, \gamma, \alpha)$. Then for any $\Delta>0$ and $0<\varepsilon<$ $1 / 4$, there is an algorithm satisfying

1. if $\min _{C \in[X]^{k}} \mathcal{K}_{z}^{-(\gamma-\alpha)}(X, C) \leq \Delta$, it accepts with probability $1-\tau$;
2. if $\min _{C \in[X]^{k}} \mathcal{K}_{z}^{-(\gamma+\alpha)}(X, C) \geq \lambda(1+\varepsilon) \cdot \Delta$, it rejects with probability $1-\tau$,
with running time $T\left(\Gamma, \gamma, \lambda, \frac{\alpha}{2}\right)+\Gamma^{2}$, where

$$
\Gamma:=O\left(\frac{k}{\alpha^{2}}(\operatorname{ddim}(M) \cdot \log (z / \varepsilon)+\log k+\log \log (1 / \tau))+\frac{\log (1 / \tau)}{\alpha^{2}}\right)
$$

for doubling metrics and

$$
\Gamma:=O\left(\frac{1}{\alpha^{2}}(k d \log k+\log (1 / \tau))\right)
$$

for d-dimensional Euclidean space.

Proof. Consider the following algorithm:

1. Take a uniformly independent sample $S$ of size $\Gamma$ from $X$.
2. Run the $\left(\lambda, \gamma, \frac{\alpha}{2}\right)$-approximation algorithm on $S$. Suppose the output is $\Gamma$.
3. Accept if $\Gamma \leq \frac{(1+\varepsilon / 4) \lambda \Gamma}{|X|} \cdot \Delta$, and reject otherwise.

By Theorem 3.0.6, with probability at least $1-\tau, S$ is an $\left(\frac{\alpha}{2}, \frac{\varepsilon}{4}\right)$-robust coreset for $X^{4}$. In the following, we condition on the event that $S$ is an $\left(\frac{\alpha}{2}, \frac{\varepsilon}{4}\right)$-robust coreset for $X$. Hence, for any $C \in[X]^{k}$ and $\alpha<\gamma<1-\alpha$, we have

$$
\begin{equation*}
(1-\varepsilon / 4) \cdot \frac{\mathcal{K}_{z}^{-\left(\gamma+\frac{\alpha}{2}\right)}(X, C)}{|X|} \leq \frac{\mathcal{K}_{z}^{-\gamma}(S, C)}{|S|} \leq(1+\varepsilon / 4) \cdot \frac{\mathcal{K}_{z}^{-\left(\gamma-\frac{\alpha}{2}\right)}(X, C)}{|X|} \tag{3.6}
\end{equation*}
$$

Recall that $\Lambda$ is the output of the $\left(\lambda, \frac{\alpha}{2}\right)$-approximation algorithm. Then by Definition 3.2.1 and Inequality (3.6), we have

$$
\begin{equation*}
\Lambda<\lambda \cdot \min _{C \in[X]^{k}} \mathcal{K}_{z}^{-\left(\gamma-\frac{\alpha}{2}\right)}(S, C) \leq \frac{(1+\varepsilon / 4) \lambda \Gamma}{|X|} \cdot \min _{C \in[X]^{k}} \mathcal{K}_{z}^{-(\gamma-\alpha)}(X, C) \tag{3.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\Lambda \geq \min _{C \in[X]^{k}} \mathcal{K}_{z}^{-\gamma}(S, C) \geq \frac{(1-\varepsilon / 4) \Gamma}{|X|} \cdot \min _{C \in[X]^{k}} \mathcal{K}_{z}^{-(\gamma+\alpha)}(X, C) \tag{3.8}
\end{equation*}
$$

If $\min _{C \in[X]^{k}} \mathcal{K}_{z}^{-(\gamma-\alpha)}(X, C) \leq \Delta$, we have $\Gamma \leq \frac{(1+\varepsilon / 4) \lambda \Gamma}{|X|} \cdot \Delta$ by Inequality (3.7). In this case, our algorithm accepts. On the other hand, if $\min _{C \in[X]^{k}} \mathcal{K}_{z}^{-(\gamma+\alpha)}(X, C) \geq$ $\lambda(1+\varepsilon) \cdot \Delta$, we have

$$
\Gamma \stackrel{\text { Ineq. }}{\geq} \frac{(3.8)}{|X|} \cdot \lambda(1+\varepsilon) \cdot \Delta>\frac{(1+\varepsilon / 4) \lambda \Gamma}{|X|} \cdot \Delta \text {. }
$$

In this case, our algorithm rejects. It completes the proof.
Remark 3.2.3. The $(\lambda, \gamma, \alpha)$-approximation algorithm for the $(k, z)$-clustering problem with outliers is used as a subroutine in our testing algorithm. If we use exhaustive search, we obtain a ( $1, \gamma, 0$ )-approximation algorithm with running time exponential

[^10]in $|S|$ for $(k, z)$-clustering with outliers. If we use the approximation algorithm by Charikar et al. [27], we have a $\left(4\left(1+\lambda^{-1}\right), \gamma, \lambda \gamma\right)$-approximation algorithm with polynomial running time for the $(k, 1)$-clustering problem with outliers.

## Appendix A

## Missing Proofs

Proof of Lemma 2.1.2. Let $v_{j}^{*}=\operatorname{argmin}_{v \in V}\left\|x_{j}-v\right\|$ where ties are broken arbitrarily.
Suppose $r_{i} \leq \operatorname{dist}\left(x_{j}, V\right) / 12$. Observe that at the $i$-th round, we have
$d_{j v} \quad=\quad \min _{y \in B\left(x_{j}^{(i)}, 3 r_{i}\right)}\|y-v\|=\max \left\{0,\left\|x_{j}^{(i)}-v\right\|-3 r_{i}\right\} \geq\left\|x_{j}^{(i)}-v\right\|-3 r_{i}$
$\stackrel{\text { triangle ineq. }}{\geq}\left\|x_{j}-v\right\|-\left\|x_{j}^{(i)}-x_{j}\right\|-3 r_{i} \stackrel{r_{i} \leq \operatorname{dist}\left(x_{j}, V\right) / 12 \text { and } \mathcal{E}}{\geq} 12 r_{i}-r_{i}-3 r_{i}=8 r_{i}>0$.

Also note that

$$
\begin{align*}
c_{j v_{j}^{*}} & =\max _{y \in B\left(x_{j}^{(i)}, 3 r_{i}\right)}\left\|y-v_{j}^{*}\right\|=\left\|x_{j}^{(i)}-v_{j}^{*}\right\|+3 r_{i} \\
& \leq\left\|x_{j}-v_{j}^{*}\right\|+\| x_{j}-\left.x_{j}^{(i)}\right|_{2}+3 r_{i} \quad \text { (triangle ineq.) } \\
& \leq\left\|x_{j}-v_{j}^{*}\right\|+4 r_{i}  \tag{E}\\
& =\operatorname{dist}\left(x_{j}, V\right)+4 r_{i},
\end{align*}
$$

and for every $v \neq v_{j}^{*}$

$$
\begin{aligned}
d_{j v} & =\min _{y \in B\left(x_{j}^{(i)}, 3 r_{i}\right)}\|y-v\|=\max \left\{0,\left\|x_{j}^{(i)}-v\right\|-3 r_{i}\right\} \\
& \geq\left\|x_{j}-v\right\|-\left\|x_{j}-x_{j}^{(i)}\right\|-3 r_{i} \\
& \geq \operatorname{dist}\left(x_{j}, V\right)-4 r_{i} .
\end{aligned}
$$

Hence we have

$$
\frac{c_{j v_{j}^{*}}}{d_{j v}} \leq \frac{\operatorname{dist}\left(x_{j}, V\right)+4 r_{i}}{\operatorname{dist}\left(x_{j}, V\right)-4 r_{i}} \leq \frac{12 r_{i}+4 r_{i}}{12 r_{i}-4 r_{i}}=2,
$$

which implies that the "IF" sentence in Line 9 is satisfied. Hence flag $(j)$ has been set to be "TRUE" at the $i$-th round.

On the other hand, if $r_{i}>\operatorname{dist}\left(x_{j}, V\right) / 2$, we have that

$$
\left\|x_{j}^{(i)}-v_{j}^{*}\right\| \stackrel{\text { triangle ineq. }}{\leq}\left\|x_{j}-x_{j}^{(i)}\right\|+\left\|x_{j}-v_{j}^{*}\right\| \stackrel{\mathcal{E}}{\leq} r_{i}+\operatorname{dist}\left(x_{j}, V\right) \stackrel{r_{i}>\operatorname{dist}\left(x_{j}, V\right) / 2}{<} r_{i}+2 r_{i}=3 r_{i} .
$$

It means that $v_{j}^{*} \in B\left(x_{j}^{(i)}, 3 r_{i}\right)$ which implies that $d_{j v_{j}^{*}}=0$. Hence Line 9 is not satisfied which implies that flag $(j)$ remains "FALSE" at this round.

Consequently, if flag $(j)$ is set to be "TRUE" at the $i$-th round of the while-loop, we have $r_{i} \leq \operatorname{dist}\left(x_{j}, V\right) / 2$. Hence
$\operatorname{dist}\left(x_{j}^{(i)}, V\right) \stackrel{\text { triangle ineq. }}{\leq} \operatorname{dist}\left(x_{j}, V\right)+\left\|x_{j}^{(i)}-x_{j}\right\| \stackrel{\mathcal{E}}{\leq} \operatorname{dist}\left(x_{j}, V\right)+r_{i} \stackrel{r_{i} \leq \operatorname{dist}\left(x_{j}, V\right) / 2}{\leq} \frac{3}{2} \operatorname{dist}\left(x_{j}, V\right)$
and
$\operatorname{dist}\left(x_{j}^{(i)}, V\right) \stackrel{\text { triangle ineq. }}{\geq} \operatorname{dist}\left(x_{j}, V\right)-\left\|x_{j}^{(i)}-x_{j}\right\| \stackrel{\mathcal{E}}{\geq} \operatorname{dist}\left(x_{j}, V\right)-r_{i} \stackrel{r_{i} \leq \operatorname{dist}\left(x_{j}, V\right) / 2}{\geq} \frac{1}{2} \operatorname{dist}\left(x_{j}, V\right)$,
which complete the proof.

Proof of Lemma 2.1.4. Suppose $\mathcal{E}$ happens and $r_{i}<\frac{\mathrm{OPT}}{200 n}$ in Line 3 of the $i$-th round. Then $r_{i-1}<0.01 \mathrm{OPT} / n$ and $r_{i-2}<0.02 \mathrm{OPT} / n$.

Let $\mathrm{OPT}_{1}$ denote the optimal $k$-median value on $X_{i-1}=\left\{x_{j}^{(i-1)}: j=1,2, \ldots, n\right\}$. Since $A_{i-1}$ is the output of $\operatorname{BPRS}\left(N, k, d, X_{i-1}\right)$, by optimality, we know that,

$$
C_{2}^{(i-1)}=\operatorname{cost}\left(X_{i-1}, A_{i-1}\right) \geq \mathrm{OPT}_{1}
$$

By the triangle inequality, we have
$\mathrm{OPT}_{1} \geq \mathrm{OPT}-\sum_{j=1}^{n}\left\|x_{j}-x_{j}^{(i-1)}\right\| \stackrel{\mathcal{E}}{\geq} \mathrm{OPT}-n \cdot r_{i-1} \stackrel{r_{i-1}<\frac{\mathrm{OPT}}{\geq}}{\geq} \mathrm{OPT}-\frac{\mathrm{OPT}}{100}=0.99 \mathrm{OPT}$.

Let $\mathrm{OPT}_{2}$ be the optimal $k$-median value on $X_{i-2}=\left\{x_{j}^{(i-2)}: j=1,2, \ldots, n\right\}$. Since $A_{i-2}$ is the output of $\operatorname{BPRS}\left(N, k, d, X_{i-2}\right)$, we know that,

$$
C_{2}^{(i-2)}=\operatorname{cost}\left(X_{i-2}, A_{i-2}\right) \leq \alpha \mathrm{OPT}_{2}<6 \mathrm{OPT}_{2}
$$

By the triangle inequality, we have
$\mathrm{OPT}_{2} \leq \mathrm{OPT}+\sum_{j=1}^{n}\left\|x_{j}-x_{j}^{(i-2)}\right\| \stackrel{\mathcal{\varepsilon}}{\leq} \mathrm{OPT}+n \cdot r_{i-2} \underset{r_{i-2}<\frac{\mathrm{OPT}}{50 n}}{\leq} \mathrm{OPT}+0.02 \mathrm{OPT}=1.02 \mathrm{OPT}$.
Hence $C_{2}^{(i-1)} \geq 0.99 \mathrm{OPT}$ and $C_{2}^{(i-2)} \leq 6 \times 1.02 \mathrm{OPT}=6.18 \mathrm{OPT}$.
Now consider $C_{1}^{(i-1)}$. Conditioned on $\mathcal{E}$, we have

$$
\begin{array}{rlrl}
C_{1}^{(i-1)} & =\operatorname{DisNATKP}\left(\left\{\mathcal{O}\left(x_{i-1}\right): i=1,2, \ldots, N\right\}, A_{i-2}, \frac{\delta}{100(i-1)^{2}}\right) & \\
& \leq \frac{3}{2} \operatorname{cost}\left(X, A_{i-2}\right) & & \text { (Lemma 2.1.1) } \\
& \leq \frac{3}{2}\left(\operatorname{cost}\left(X_{i-2}, A_{i-2}\right)+\sum_{j=1}^{n}\left\|x_{j}-x_{j}^{(i-2)}\right\|\right) & & \text { (triangle ineq.) } \\
& \leq \frac{3}{2}\left(C_{2}^{(i-2)}+n r_{i-2}\right) & &  \tag{E}\\
& \leq 9.18 \mathrm{OPT}+0.03 \mathrm{OPT}=9.21 \mathrm{OPT} . & \left(r_{i-2}<\frac{\mathrm{OPT}}{50 n}\right)
\end{array}
$$

Hence $C_{1}^{(i-1)} / C_{2}^{(i-1)} \leq \frac{9.21}{0.99}<10$. It means that the algorithm terminates at the $(i-1)$-th round or before which is a contradiction with the assumption that the last round is $i$. Therefore, we have $r_{i} \geq \frac{\mathrm{OPT}}{200 n}$ in Line 3 of the $i$-th round.

In Line 4. observe that $r_{i}$ is set to be $\frac{C_{1}^{(i)}}{80 n}$ if $r_{i} \geq \frac{C_{1}^{(i)}}{80 n}$. However, it does not make $r_{i}<\frac{\mathrm{OPT}}{200 n}$ since $C_{1}^{(i)} \stackrel{\text { Lemma } 2.1 .1}{\geq} \frac{2}{5} \operatorname{cost}\left(X, A_{i-1}\right) \geq \frac{2}{5} \mathrm{OPT}$. Overall, $r_{i} \geq \frac{\mathrm{OPT}}{200 n}$.

Proof of Lemma 2.2.4. For every $j \in[n]$, let $\beta_{i j}$ denote the indicator function of
$j \in R_{i}$. Fix a $j \in[n]$, let $i^{*}$ be the smallest number such that $\beta_{i j}=1$. If such $i^{*}$ exists, by the definition of $R_{i}$ and the fact that $C_{i+1}=C_{i} / 2$, we have

$$
\left|x_{j}-x\right| \geq C_{i^{*}} / 2>\frac{1}{2}\left(C_{i^{*}}+C_{i^{*}+1}+\ldots+C_{L}\right)=\frac{1}{2} \sum_{i=1}^{L} \beta_{i j} C_{i}
$$

Otherwise if such $i^{*}$ does not exist, we have $\beta_{1 j}=\ldots=\beta_{L j}=0$. Hence we have

$$
\left|x_{j}-x\right| \geq 0=\frac{1}{2} \sum_{i=1}^{L} \beta_{i j} C_{i}
$$

Thus, we always have $\left|x_{j}-x\right| \geq \frac{1}{2} \sum_{i=1}^{L} \beta_{i j} C_{i}$. Moreover, $\left|R_{i}\right|=\beta_{i 1}+\beta_{i 2}+\ldots+\beta_{i L}$. So we have,

$$
\operatorname{cost}(X, x)=\sum_{i=1}^{n}\left|x_{j}-x\right| \geq \sum_{j=1}^{n} \frac{1}{2}\left(\sum_{i=1}^{L} C_{i} \beta_{i j}\right)=\frac{1}{2} \sum_{i=1}^{L} C_{i}\left|R_{i}\right|
$$

Proof of Lemma 2.3.1. We first bound the sample complexity of our algorithm. Recall that $r_{i}=\min \left\{1, C_{i}\right\}$ and $C_{i} \leq C_{1}=O(\max \{1, C\})$.

At the $i$-th round, if $C_{i} \leq C$, we take

$$
m_{i}\left|S_{i}\right|=O\left(r_{i}^{-2}\left(d+\log \left(n L \delta^{-1}\right)\right) \cdot n^{2} L^{2} r_{i}^{-2} C^{-2} \log \left(n L \delta^{-1}\right)\right)=\tilde{O}\left(d n^{2} C^{-2} \log ^{2} \delta^{-1}\right)
$$

many samples. If $C_{i}>C$, we take

$$
n m_{i}=O\left(n r_{i}^{-2}\left(d+\log \left(n L \delta^{-1}\right)\right)\right)=\tilde{O}\left(d\left(n+n C^{-2}\right) \log \delta^{-1}\right)
$$

many samples.
Note that we have $L=\tilde{O}_{n, C}(1)$ many rounds in total. So the sample complexity is upper bounded by

$$
\tilde{O}\left(d\left(n+n^{2} C^{-2}\right) \log ^{2} \delta^{-1}\right)
$$

which proves our third claim.

Then we prove our first claim, i.e., if $\operatorname{cost}(X, V)>10 C$ then the algorithm accepts with probability at least $1-\delta$. We first define two events $\mathcal{E}$ and $\mathcal{E}^{\prime}$ as follows.

Define event $\mathcal{E}_{i j}=\left\{\omega:\left\|x_{j}^{(i)}-x_{j}\right\| \leq r_{i} / 2\right\}$ for $i \in[L]$ and $j \in[n]$. By the same proof as in Lemma 2.1.1, we have

$$
\operatorname{Pr}\left[\mathcal{E}_{i j}\right] \geq 1-\frac{\delta}{2 n L}
$$

Let $\mathcal{E}=\cap_{i \in[L], j \in[n]} \mathcal{E}_{i j}$. Then by the union bound, we have $\operatorname{Pr}[\mathcal{E}] \geq 1-n L \cdot \frac{\delta}{2 n L}=$ $1-\delta / 2$.

Let $M_{i}=\left\{j \in[n]: \operatorname{dist}\left(x_{j}, V\right)>2 C_{i}\right\}$ and let $P_{i}=S_{i} \cap M_{i}$. For every $i$ satisfying that $C_{i} \leq C$, we define event

$$
\mathcal{E}_{i}^{\prime}=\left\{\omega:\left|\frac{n}{\left|S_{i}\right|}\right| P_{i}\left|-\left|M_{i}\right|\right| \leq C L^{-1} C_{i}^{-1} / 8\right\}
$$

and $\mathcal{E}^{\prime}=\cap_{i: C_{i} \leq C} \mathcal{E}_{i}^{\prime}$.
Since $\left|S_{i}\right|=O\left(n^{2} L^{2} C_{i}^{2} C^{-2} \log \left(\delta^{-1} L\right)\right)$, by Theorem 1.4.2, we have that

$$
\operatorname{Pr}\left[\mathcal{E}_{i}^{\prime}\right]=1-\operatorname{Pr}\left(\left|\frac{n}{\left|S_{i}\right|}\right| P_{i}\left|-\left|M_{i}\right|\right|>C L^{-1} C_{i}^{-1} / 8\right) \geq 1-\frac{\delta}{2 L} .
$$

Hence $\operatorname{Pr}\left[\mathcal{E}^{\prime}\right] \geq 1-L \cdot \frac{\delta}{2 L}=1-\delta / 2$. Combining with the conclusion that $\operatorname{Pr}[\mathcal{E}] \geq$ $1-\delta / 2$, we have $\operatorname{Pr}\left[\mathcal{E} \cap \mathcal{E}^{\prime}\right] \geq 1-\delta$ by the union bound.

We only need to prove that $T>C$ conditioned on $\mathcal{E} \cap \mathcal{E}^{\prime}$ since it implies that the algorithm accepts with probability at least $1-\delta$. If $C_{i} \leq C$ and $j \in P_{i}$, then we have $\operatorname{dist}\left(x_{j}^{(i)}, V\right) \stackrel{\text { triangle ineq. }}{\geq} \operatorname{dist}\left(x_{j}, V\right)-\left\|x_{j}^{(i)}-x_{j}\right\| \stackrel{j \in P_{i} \text { and } \mathcal{E}}{\geq} 2 C_{i}-r_{i} / 2 \stackrel{r_{i} \leq C_{i}}{\geq} 2 C_{i}-C_{i} / 2 \geq C_{i}$.

Therefore, each such $j$ must be counted in Line 9 which implies that $N_{i} \geq \frac{n}{\left|S_{i}\right|}\left|P_{i}\right|$. Moreover,

$$
N_{i} \geq \frac{n}{\left|S_{i}\right|}\left|P_{i}\right| \stackrel{\varepsilon^{\prime}}{\geq}\left|M_{i}\right|-C L^{-1} C_{i}^{-1} / 8
$$

On the other hand, if $C>C_{i}$, since the algorithm checks every $x_{j}, j \in[n]$, we know that if $j \in M_{i}$ then $j$ contributes one to $N_{i}$. It implies that $N_{i} \geq\left|M_{i}\right|$. Therefore, we
conclude that for every $i$,

$$
\begin{equation*}
N_{i} \geq\left|M_{i}\right|-C L^{-1} C_{i}^{-1} / 8 \tag{A.1}
\end{equation*}
$$

Next, we consider the following two cases.

1) If there is some $j$ such that $\operatorname{dist}\left(x_{j}, V\right)>3 C$ then for some $i \in[L]$ satisfying that $C<C_{i} \leq 2 C$,

$$
\operatorname{dist}\left(x_{j}^{(i)}, V\right) \stackrel{\text { triangle ineq. }}{\geq} \operatorname{dist}\left(x_{j}, V\right)-\left\|x_{j}^{(i)}-x_{j}\right\| \stackrel{\mathcal{E}}{\geq} 3 C-r_{i} / 2 \stackrel{r_{i} \leq C_{i} \leq 2 C}{>} 3 C-2 C=C .
$$

Hence at the $i$-th round, we have $N_{i} \geq 1$ which implies $T \geq C_{i}>C$.
2) Assume that $\operatorname{dist}\left(x_{j}, V\right) \leq 3 C$ for every $j \in[n]$. In this case, we claim that

$$
\begin{equation*}
\operatorname{cost}(X, V) \leq 2 \sum_{i=1}^{L} C_{i}\left|M_{i}\right|+\frac{C}{10} \tag{A.2}
\end{equation*}
$$

For every $j \in[n]$, let $\alpha_{i j}$ denote the indicator function of $j \in M_{i}$. Since $\operatorname{cost}\left(x_{j}, V\right) \leq$ $3 C<2 C_{1}$, we have $\alpha_{1 j}=0$. Hence there must exist some $i^{*} \in\{1,2, \ldots, L\}$ which is the smallest number such that $\alpha_{i j}=0$. Then by the definition of $M_{i}$ and $C_{i+1}=C_{i} / 2$, we know that,

$$
\operatorname{cost}\left(x_{j}, V\right) \leq 2 C_{i_{*}}=2\left(C_{L}+C_{L}+C_{L-1}+C_{L-2}+\ldots+C_{i^{*}-1}\right)=2 C_{L}+\sum_{i=1}^{L} 2 C_{i} \alpha_{i j}
$$

Moreover, $\left|M_{i}\right|=\alpha_{i 1}+\ldots+\alpha_{i n}$. So we have
$\operatorname{cost}(X, V)=\sum_{i=1}^{n} \operatorname{cost}\left(x_{j}, V\right) \leq \sum_{j=1}^{n}\left(2 C_{L}+\sum_{i=1}^{L} 2 C_{i} \alpha_{i j}\right)=2 n C_{L}+2 \sum_{i=1}^{L} C_{i}\left|M_{i}\right| \leq \frac{C}{10}+2 \sum_{i=1}^{L} C_{i}\left|M_{i}\right|$,
where the last inequality is due to the fact that $C_{L}=\frac{C_{1}}{2^{L-1}} \leq \frac{C_{1}}{20 C_{1} n / C}=\frac{C}{20 n}$.

Then we have that,

$$
\begin{aligned}
T & =\sum_{i=1}^{L} N_{i} C_{i} \\
& \left.\geq \sum_{i=1}^{L}\left(\left|M_{i}\right|-C L^{-1} C_{i}^{-1} / 8\right) C_{i} \quad \quad \text { (Ineq. A.1) }\right) \\
& =\sum_{i=1}^{L}\left|M_{i}\right| C_{i}-C / 8 \\
& \geq \operatorname{cost}(X, x) / 2-C / 20-C / 8 \quad(\operatorname{cost}(X, V) \geq 10 C) \\
& \geq 5 C-C / 20-C / 8 \quad \text { A.2) }) \\
& >C .
\end{aligned}
$$

Finally, we prove the second argument, i.e., if $\operatorname{cost}(X, V) \leq C / 10$, the algorithm rejects with probability at least $1-\delta$. Define sets $R_{i}=\left\{j \in[n]: \operatorname{dist}\left(x_{j}, V\right) \geq C_{i} / 2\right\}$, $Q_{i}=S_{i} \cap R_{i}$, and events $\mathcal{E}_{i}^{\prime \prime}=\left\{\omega:\left|\frac{n}{S_{i}}\right| Q_{i}\left|-\left|R_{i}\right|\right| \geq C L^{-1} C_{i}^{-1} / 8\right\}$ and $\mathcal{E}^{\prime \prime}=\cap \mathcal{E}_{i}^{\prime \prime}$. By the same argument as in Lemma 2.2.2, we can prove that $\operatorname{Pr}\left[\mathcal{E} \cap \mathcal{E}^{\prime \prime}\right] \geq 1-\delta$. Then we only need to show that if $\operatorname{cost}(X, V) \leq C / 10$, then $T<C$ conditioned on $\mathcal{E} \cap \mathcal{E}^{\prime \prime}$.

Conditioned on $\mathcal{E} \cap \mathcal{E}^{\prime \prime}$, if $C_{i} \leq C$ and $j \notin R_{i}$, we have

$$
\operatorname{dist}\left(x_{j}^{(i)}, V\right) \stackrel{\text { triangle ineq. }}{\leq} \operatorname{dist}\left(x_{j}, V\right)+\left\|x_{j}^{(i)}-x_{j}\right\| \stackrel{j \notin R_{i} \text { and } \mathcal{E}}{<} C_{i} / 2+r_{i} / 2 \stackrel{r_{i} \leq C_{i}}{\leq} C_{i} .
$$

It implies that $x_{j} \notin\left\{\mathcal{O}\left(x_{l}\right) \in S_{i}:\left|x^{(i)}-x_{l}^{(i)}\right| \geq C_{i}\right\}$. Hence we have $N_{i} \leq \frac{n}{\left|S_{i}\right|}\left|Q_{i}\right|$ in Line 9. Consequently,

$$
N_{i} \leq \frac{n}{\left|S_{i}\right|}\left|Q_{i}\right| \stackrel{\varepsilon^{\prime \prime}}{\leq}\left|R_{i}\right|+C L^{-1} C_{i}^{-1} / 8
$$

On the other hand, if $C_{i}>C$, recall that the algorithm checks every $j \in[n]$. Also note that if $j$ contributes one to $N_{i}$ then $j \in R_{i}$. We know that $N_{i} \leq\left|R_{i}\right|$ in this case. So we conclude that, for every $i$,

$$
\begin{equation*}
N_{i} \leq\left|R_{i}\right|+C L^{-1} C_{i}^{-1} / 8 \tag{A.3}
\end{equation*}
$$

Similar to Lemma 2.2.4, we claim the following conditioned on $\mathcal{E} \cap \mathcal{E}^{\prime \prime}$

$$
\begin{equation*}
\operatorname{cost}(X, V) \geq \frac{1}{2} \sum_{i=1}^{L} C_{i}\left|R_{i}\right| \tag{A.4}
\end{equation*}
$$

To see this, for every $j \in[n]$, let $\beta_{i j}$ denote the indicator function of $j \in R_{i}$. Fix a $j \in[n]$, let $i^{*}$ be the smallest number such that $\beta_{i j}=1$. If such $i^{*}$ exists, by the definition of $R_{i}$ and the fact that $C_{i+1}=C_{i} / 2$,

$$
\operatorname{dist}\left(x_{j}, V\right) \geq C_{i^{*}} / 2>\frac{1}{2}\left(C_{i^{*}}+C_{i^{*}+1}+\ldots+C_{L}\right)=\frac{1}{2} \sum_{i=1}^{L} \beta_{i j} C_{i} .
$$

Otherwise if such $i^{*}$ does not exist, we have $\beta_{1 j}=\ldots=\beta_{L j}=0$. Hence we have

$$
\operatorname{dist}\left(x_{j}, V\right) \geq 0=\frac{1}{2} \sum_{i=1}^{L} \beta_{i j} C_{i} .
$$

Thus, we always have $\operatorname{dist}\left(x_{j}, V\right) \geq \frac{1}{2} \sum_{i=1}^{L} \beta_{i j} C_{i}$. Moreover, $\left|R_{i}\right|=\beta_{i 1}+\beta_{i 2}+\ldots+\beta_{i L}$. So we have,

$$
\operatorname{cost}(X, V)=\sum_{i=1}^{n} \operatorname{dist}\left(x_{j}, V\right) \geq \sum_{j=1}^{n} \frac{1}{2}\left(\sum_{i=1}^{L} C_{i} \beta_{i j}\right)=\frac{1}{2} \sum_{i=1}^{L} C_{i}\left|R_{i}\right| .
$$

Hence we have that,

$$
\begin{array}{rlr}
T & =\sum_{i=1}^{L} N_{i} C_{i} & \\
& \leq \sum_{i=1}^{L}\left(\left|R_{i}\right|+C L^{-1} C_{i}^{-1} / 8\right) C_{i} & \text { (Ineq. A.3)) } \\
& =\sum_{i=1}^{L}\left|R_{i}\right| C_{i}+C / 8 & \\
& \leq 2 \operatorname{cost}(X, x)+C / 8 &  \tag{Eq.A.4}\\
& \leq C / 5+C / 8 & (\text { Ineq. A.3) }) \\
& <C . & (\operatorname{cost}(X, V) \leq C / 10) \\
\text { A.4) }) \\
&
\end{array}
$$

Proof of Lemma 2.3.3. Let $V_{i}^{\text {good }} \subset V_{i}$ denote the set of $\frac{4\left|V_{i}\right|}{5}$ closest points to $v_{i}$. Then the probability that $\left\{x_{j}: j \in A_{i}\right\} \cap V_{i}^{\text {good }}=\emptyset$ is,

$$
\begin{array}{rlr}
\left(1-\frac{\left|V_{i}^{\text {good }}\right|}{n}\right)^{A_{i}} & \leq e^{-\frac{\left|V^{\text {good }}\right| A_{i}}{n}} \\
& \leq e^{-\frac{4\left|V_{i}\right|}{5} \cdot \Omega\left(\frac{n \log \delta^{-1}}{2^{l}}\right) \cdot \frac{1}{n}} & \text { (Defn. of } \left.V_{i}^{\text {good }} \text { and } A_{i}\right) \\
& \leq e^{-\frac{2^{l} \cdot 4}{5} \cdot \Omega\left(\frac{n \log \delta^{-1}}{2^{l}}\right) \cdot \frac{1}{n}} & \left(\left|V_{i}\right| \geq 2^{l}\right) \\
& \leq \delta . &
\end{array}
$$

So with probability at least $1-\delta$, we have a $j_{1} \in A_{i}$ such that $x_{j_{1}} \in V_{i}^{\text {good }}$. That means

$$
\begin{array}{rlrl}
\operatorname{cost}\left(V_{i}, x_{j_{1}}\right)=\sum_{x_{j} \in V_{i}}\left\|x_{j}-x_{j_{1}}\right\| & \leq \sum_{x_{j} \in V_{i}}\left(\left\|v_{i}-x_{j}\right\|+\left\|v_{i}-x_{j_{1}}\right\|\right) & & \text { (triangle ineq.) } \\
& =\operatorname{cost}\left(V_{i}, v_{i}\right)+\left|V_{i}\right|\left\|v_{i}-x_{j_{1}}\right\| & \\
& \left.\leq \operatorname{cost}\left(V_{i}, v_{i}\right)+\frac{\left|V_{i}\right|}{\left|V_{i}\right|-\left|V_{i}^{\text {good }}\right|} \sum_{x_{j} \in V_{i} \backslash V_{i}^{\text {good }}}\left\|v_{i}-x_{j}\right\| \quad \text { (Defn. of } V_{i}^{\text {good }}\right) \\
& \leq \operatorname{cost}\left(V_{i}, v_{i}\right)+\frac{\left|V_{i}\right|}{\left|V_{i}\right|-\left|V_{i}^{\text {good }}\right|} \operatorname{cost}\left(V_{i}, v_{i}\right) & & \\
& \leq 6 \operatorname{cost}\left(V_{i}, v_{i}\right) . & & \left(\left|V_{i}^{\text {good }}\right|=\frac{4\left|V_{i}\right|}{5}\right)
\end{array}
$$

proof of Lemma 2.3.4. Again, we condition on the event that every call of TestKmedian or NoisyKmedian succeeds, which happens with probability at least

$$
1-\frac{\delta}{10}-\sum_{i=1}^{+\infty} \frac{\delta}{10 i(i+1)} \geq 1-\delta
$$

by Lemma 2.3.2.
In Line 2, the first "IF" statement checks if OPT $\in \Omega(n)$. If it is the case, the
algorithm applies NoisyKmedian which takes

$$
\tilde{O}_{\delta^{-1}}\left(d\left(n^{3} \mathrm{OPT}^{-2}+n\right)\right)=\tilde{O}_{\delta^{-1}}(d n)
$$

many samples. The correctness is guaranteed by Theorem 2.1.3.
If OPT $\in O(n)$, we obtain an $O(1)$-approximation clustering $V$ when the algorithm terminates by Lemma 2.3 .2 and a similar argument as in the proof of Theorem 2.2.6. The output $C$ satisfies that $\mathrm{OPT} / 10 \leq C \leq$ OPT by Lemma 2.3.2 since TestK$\operatorname{NATKP}\left(\left\{\mathcal{O}\left(x_{i}\right): i=1,2, \ldots, n\right\}, k, C, \frac{\delta}{10 i(i+1)}\right)$ rejects at the last round and TestK$\operatorname{NATKP}\left(\left\{\mathcal{O}\left(x_{i}\right): i=1,2, \ldots, n\right\}, k, 10 C, \frac{\delta}{10(i-1) i}\right)$ accepts at the penultimate round. Moreover, the sample complexity is determined by the last call of TestKmedian since $C$ decreases exponentially, which takes

$$
\tilde{O}_{\delta^{-1}}\left(d k^{2}\left(n^{2} \mathrm{OPT}^{-2}+n\right)\right)
$$

many samples by Lemma 2.3.2.

## Appendix B

## Coreset Construction

In the main text, we propose two algorithms NoisyKmedian and NoisyKmedian2 for computing the noisy $k$-median problem. However, the approximation factor seems quite large. In this section, we show how to improve the approximation factor arbitrarily close to 1 . A simple way is to estimate the location of each point up to an error at most $\varepsilon \mathrm{OPT} / n$ and do the exhaustive search by the estimations. However, it requires $\tilde{O}_{\delta^{-1}}\left(d\left(n^{3} \mathrm{OPT}^{-2} \varepsilon^{-2}+n\right)\right)$ samples in total. We want to reduce this sample complexity. The main idea is to first construct a so-called $\varepsilon$-coreset (see Definition B.0.4) and do the exhaustive search on the coreset.

Definition B.0.4. ( $\varepsilon$-coreset) Given a noisy $k$-median instance $X=\left\{\mathcal{O}\left(x_{j}\right): j=\right.$ $1,2, \ldots, n\}$ in $\mathbb{R}^{d}$ and an $\varepsilon>0$, an $\varepsilon$-coreset is defined to be a collection $\mathcal{S} \subset \mathbb{R}^{d}$ with a weight function $w: \mathcal{S} \rightarrow \mathbb{R}^{+}$such that for any $k$ centers $V$, the following property holds

$$
\sum_{x \in \mathcal{S}} w(x) \operatorname{dist}(x, V) \in(1 \pm \varepsilon) \operatorname{cost}(X, V)
$$

Note that an $\varepsilon$-coreset is a collection of deterministic points. Hence we can run any existing $k$-median algorithm on the coreset, e.g., BPRS or exhaustive search. The key problem is how to construct an $\varepsilon$-coreset. We propose Algorithm 8 to achieve this goal. We first run Algorithm NoisyKmedian to obtain an $O(1)$-approximate $k$ median clustering $V$ and an $O(1)$-approximate $k$-median value $D$. Then we construct an $\varepsilon$-coreset by importance sampling. The construction approach is a combination
of Algorithm DisNATKP and Algorithm $k$-MEDIAN-CORESET in 41]. Note that in Line 3, we set the initial value $r_{0}$ to be $2 D$ which is different from Algorithm DisNATKP. The reason is that $D$ is a fixed value in Algorithm Coreset instead of an increasing value in Algorithm DisNATKP. Hence we let $r_{0}=2 D$ such that $\operatorname{Tr}_{0}>$ $\varepsilon D / 100$ in Line 4. It ensures that Algorithm Coreset runs at least one iteration from Line 4 to Line 13 and estimates the locations of arms with high contribution. We estimate $\operatorname{dist}\left(x_{j}, V\right)$ for each $j \in[n]$ by the same technique as in Algorithm DisNATKP. From Line 4 to Line 19, we compute an upper bound $s(j)$ for the "importance" of each point $x_{j}$, i.e., $s(j) \geq\left\lceil\frac{n \cdot \operatorname{dist}\left(x_{j}, V\right)}{\operatorname{cost}(X, V)}\right\rceil+1$; see Lemma B.0.5. This property guarantees the correctness of the importance sampling in Line 20, where we sample a collection $U$ by the probability distribution determined by $s(j)$. Our $\varepsilon$-coreset contains the estimated locations of points in $U$ and all points in $V$. The weight function is defined by the same way as in Algorithm $k$-MEDIAN-CORESET in [39].

Before proving the correctness of the $\varepsilon$-coreset, we need the following lemmas for preparation.

Lemma B.0.5. With probability at least $1-\delta / 4, s(j) \geq\left\lceil\frac{n \cdot \operatorname{dist}\left(x_{j}, V\right)}{\operatorname{cost}(X, V)}\right\rceil+1$ for each $j \in[n]$. Moreover, $\sum_{j \in[n]} s(j)<33 n$.

Proof. By Theorem 2.1.3, we know that the output of NoisyKmedian $(X, \delta / 8)$ satisfies that $D \in\left[\frac{2}{5}, \frac{3}{2}\right] \cdot \operatorname{cost}(X, V)$ with probability at least $1-\delta / 8$. Let $G \subseteq[n]$ be the collection of $j$ such that $\operatorname{flag}(j)=$ TRUE in Line 14. Observe that $|G|=n-T$ by Line 10. Define event $\mathcal{E}=\left\{\omega: \forall i \in \mathcal{Z}_{+}, j \in[n],\left\|x_{j}^{(i)}-x_{j}\right\| \leq r_{i}\right\}$. Note that $\operatorname{Pr}[\mathcal{E}] \geq 1-\delta / 8$. Conditioned on $\mathcal{E}$ and assume NoisyKmedian succeeds, whose probability is at least $1-\delta / 4$, we consider the following cases.

1) For any $j \in G$, assume that $s(j)=\left\lceil\frac{24 n r_{i_{j}}}{D}\right\rceil+1$ for some integer $i_{j}$. By Lemma 2.1.2, we have $r_{i_{j}}=r_{i_{j}-1} / 2 \geq \operatorname{dist}\left(x_{j}, V\right) / 24$. Therefore, we have

$$
s(j)=\left\lceil\frac{24 n r_{i_{j}}}{D}\right\rceil+1 \geq\left\lceil\frac{n \cdot \operatorname{dist}\left(x_{j}, V\right)}{\operatorname{cost}(X, V)}\right\rceil+1
$$

2) If $j \notin G$, assume in Line 14 , the variable $i=i^{*}$. By Lemma 2.1.2, we have

Algorithm 8 Coreset $\left(\left\{\mathcal{O}\left(x_{i}\right): i=1,2, \ldots, n\right\}, \delta\right)$
Require: A sample access $\mathcal{O}\left(x_{i}\right)$ to $N\left(x_{i}, I_{d}\right)$ for each $i \in[n]$ and a confidence parameter $\delta \in(0,1)$.
Ensure: An $\varepsilon$-coreset $\mathcal{S} \subset \mathbb{R}^{d}$ with a weight function $w: \mathcal{S} \rightarrow \mathbb{R}^{+}$.
Run NoisyKmedian $(X, \delta / 8)$. Let the output be a size- $k$ set $V$ and a value $D$.
For every $j \in[n]$, flag $(j) \leftarrow$ FALSE. For every $v \in V, P_{v} \leftarrow \emptyset$.
$r_{0} \leftarrow 2 D, i \leftarrow 0, T \leftarrow n, \mathcal{S} \leftarrow \emptyset, t \leftarrow O\left(\varepsilon^{-2} k \min \{d \log d, \log k\}+k \log \frac{1}{\delta}\right)$, and $m \leftarrow O\left(\varepsilon^{-2} D^{-2} n^{2} \log t \delta\right)$.
while $\operatorname{Tr}_{i} \geq \varepsilon D / 100$ do
$r_{i+1} \leftarrow r_{i} / 2, i \leftarrow i+1$, and $m_{i}=O\left(r_{i}^{-2}\left(d+\log \left(\delta^{-1} n i\right)\right)\right)$.
Take $m_{i}$ samples from every arm $\mathcal{O}\left(x_{j}\right)(j \in[n])$ and compute the average $x_{j}^{(i)}$ as an estimate of $x_{j}$.
for $j=1,2, \ldots, n, \operatorname{flag}(j)=$ FALSE do
For every $v \in V$, compute $c_{j v}=\max _{y \in B\left(x_{j}^{(i)}, 3 r_{i}\right)}\|y-v\|$ and $d_{j v}=$ $\min _{y \in B\left(x_{j}^{(i)}, 3 r_{i}\right)}\|y-v\|$.
if $\left(\forall v \in V, d_{j v}>0\right.$ and $\left.\exists v_{1} \forall v_{2} \neq v_{1}, c_{j v_{1}} \leq 2 d_{j v_{2}}\right)$ then $P_{v_{1}} \leftarrow P_{v_{1}} \cup\{j\}, \operatorname{proj}(j) \leftarrow \arg \min _{v \in V}\left\|x_{j}^{(i)}-v\right\|, s(j) \leftarrow\left\lceil\frac{24 n r_{i}}{D}\right\rceil+1$, flag $(j) \leftarrow$ TRUE,$T \leftarrow T-1$.
end if
end for
end while
for $j=1,2, \ldots, n$ do
if $\operatorname{flag}(j)=$ FALSE then
Compute $v \leftarrow \arg \min _{v^{\prime} \in V}\left\|x_{j}^{(i)}-v^{\prime}\right\|$.
$P_{v} \leftarrow P_{v} \cup\{j\}, \operatorname{proj}(j) \leftarrow v$, and $s(j) \leftarrow\left\lceil\frac{24 n r_{i}}{D}\right\rceil+1$.
end if
end for
Pick a non-uniform random sample $U$ of $[n]$ with probability $\frac{s(j)}{\sum_{j \in[n]}^{s(j)}}$ for each $j \in[n]$.
for each $j \in U$ do
Take $m$ samples from arm $\mathcal{O}\left(x_{j}\right)$ and compute the average $\tilde{x}_{j}$ as an estimate of $x_{j}$.
$\mathcal{S} \leftarrow \mathcal{S} \cup\left\{\tilde{x}_{j}\right\}$, and $w\left(\tilde{x}_{j}\right) \leftarrow \frac{\sum_{j \in[n]} s(j)}{t \cdot s(j)}$.
end for
for each $v \in V$ do
$\mathcal{S} \leftarrow \mathcal{S} \cup\{v\}$, and $w(v) \leftarrow(1+10 \varepsilon)\left|P_{v}\right|-\sum_{j \in U \cap P_{v}} w\left(\tilde{x}_{j}\right)$.
end for
return $\mathcal{S}$ and $w$.
$r_{i^{*}} \geq \operatorname{dist}\left(x_{j}, V\right) / 12$ Therefore, we have

$$
s(j)=\left\lceil\frac{24 n r_{i^{*}}}{D}\right\rceil+1 \geq\left\lceil\frac{n \cdot \operatorname{dist}\left(x_{j}, V\right)}{\operatorname{cost}(X, V)}\right\rceil+1
$$

Next, we prove $\sum_{j \in[n]} s(j)<33 n$. By Lemma 2.1.2, we have

$$
\begin{equation*}
r_{i_{j}} \leq \frac{1}{2} \operatorname{dist}\left(x_{j}, V\right) \tag{B.1}
\end{equation*}
$$

for any $j \in G$, conditioned on $\mathcal{E}$. We have the following inequality

$$
\begin{array}{rlr}
\sum_{j \in[n]} s(j) & =\sum_{j \in G} s(j)+\sum_{j \in[n] \backslash G} s(j) & \\
& =\sum_{j \in G}\left(\left\lceil\frac{24 n r_{i_{j}}}{D}\right\rceil+1\right)+\sum_{j \in[n] \backslash G}\left(\left\lceil\frac{24 n r_{i^{*}}}{D}\right\rceil+1\right) & \text { (Definitions of } \left.s(j) \text { and } i^{*}\right) \\
& \leq \sum_{j \in G}\left(\frac{24 n r_{i_{j}}}{D}+2\right)+T \cdot\left(\frac{24 n r_{i^{*}}}{D}+2\right) & \quad \text { (Defn. of } T) \\
& \leq \sum_{j \in G} \frac{24 n r_{i_{j}}}{0.4 \operatorname{cost}(X, V)}+T \cdot \frac{24 n r_{i^{*}}}{D}+2 n & \left(D \in\left[\frac{2}{5}, \frac{3}{2}\right] \cdot \operatorname{cost}(X, V)\right) \\
& \leq \sum_{j \in G} \frac{24 n \cdot \frac{3}{2} \operatorname{dist}\left(x_{j}, V\right)}{0.4 \operatorname{cost}(X, V)}+T \cdot \frac{24 n r_{i^{*}}}{D}+2 n & \quad(\text { Ineq. (B.1)) }  \tag{B.1}\\
& \leq \sum_{j \in G} \frac{30 n \operatorname{dist}\left(x_{j}, V\right)}{\operatorname{cost}(X, V)}+\frac{24 \varepsilon n}{100}+2 n & \\
& \leq 30 n+0.24 n+2 n & \\
& <33 n . &
\end{array}
$$

It completes the proof.

Lemma B.0.6. With probability at least $1-\delta / 4$, we have $w(v) \geq 0$ for any $v \in V$.

Proof. The lemma can be directly proved by the chosen of $t$ and Corollary 15.3 in [41].

Now we are ready to prove the main theorem of this section.

Theorem B.0.7. With probability at least $1-\delta$, $\operatorname{Coreset}\left(\left\{\mathcal{O}\left(x_{i}\right): i=1,2, \ldots, n\right\}, \delta\right)$
outputs an $\varepsilon$-coreset with sample complexity

$$
\tilde{O}_{\delta^{-1}}\left(d\left(n^{3} \mathrm{OPT}^{-2}+\varepsilon^{-4} k n^{2} \mathrm{OPT}^{-2}+n\right)\right),
$$

where $\mathrm{OPT}=\min _{y \in \mathbb{R}} \operatorname{cost}(X, y)$ is the optimal 1-median value.

Proof. Define event $\mathcal{E}_{1}=\left\{w: \operatorname{cost}(X, V)=O(1) \cdot \mathrm{OPT}, D \in\left[\frac{2}{5}, \frac{3}{2}\right] \cdot \operatorname{cost}(X, V)\right\}$. By Theorem 2.1.3, we have $\operatorname{Pr}\left[\mathcal{E}_{1}\right] \geq 1-\delta / 4$. Define $\mathcal{M}$ to be the collection of all $k$ center sets in $\mathbb{R}^{d}$. For every $j \in[n]$, let $l_{j}: \mathcal{M} \rightarrow \mathbb{R}^{+}$be defined as follows:

$$
l_{j}(S)=\frac{\operatorname{dist}\left(x_{j}, S\right)-\operatorname{dist}(\operatorname{proj}(j), S)}{s(j)}+\frac{100 \cdot \operatorname{cost}(X, V)}{\sum_{j \in[n]} s(j)}
$$

Observe that the above function is similar to Definition 14.4 in [39]. Define $\mathcal{E}_{2}=\{\omega$ : $\forall v \in \mathcal{S}, w(v) \geq 0\}$. By Lemma B.0.6, we have $\operatorname{Pr}\left[\mathcal{E}_{2}\right] \geq 1-\delta / 4$. Conditioned on $\mathcal{E}_{2}$, we claim that with probability at least $1-\delta / 4$, for any $S \in \mathcal{M}$, the following property holds:

$$
\begin{aligned}
& \left|\operatorname{cost}(X, S)-\left(\sum_{j \in[n]} \operatorname{dist}(\operatorname{proj}(j), S)+\sum_{j \in U} w\left(\tilde{x}_{j}\right) \operatorname{dist}\left(x_{j}, S\right)-\sum_{j \in U} w\left(\tilde{x}_{j}\right) \operatorname{dist}(\operatorname{proj}(j), S)\right)\right| \\
& \leq \varepsilon \operatorname{cost}(X, B) .
\end{aligned}
$$

Note that we set $t \leftarrow O\left(\varepsilon^{-2} k \min \{d \log d, \log k\}+k \log \frac{1}{\delta}\right), w\left(\tilde{x}_{j}\right) \leftarrow \frac{\sum_{j \in[n] s}(j)}{t \cdot s(j)}$, and $s(j)$ satisfying Lemma B.0.5. Combining the proof of Theorems 14.5 and 16.4 in 41], we only need to prove that $l_{j}(S) \geq 0$ for any $j \in[n]$ and $S \in \mathcal{M}$, with probability at least $1-\delta / 8$.

Define events $\mathcal{E}_{i}=\left\{\omega: \forall j \in[n],\left\|x_{j}^{(i)}-x_{j}\right\| \leq r_{i}\right\}$ and $\mathcal{E}=\cap_{i \geq 1} \mathcal{E}_{i}$. By the proof of Lemma 2.1.1, we know that $\operatorname{Pr}[\mathcal{E}] \geq 1-\delta / 8$. By the triangle inequality, for any $j \in[n]$ and $S \in \mathcal{M}$, we have

$$
\left|\operatorname{dist}\left(x_{j}, S\right)-\operatorname{dist}(\operatorname{proj}(j), S)\right| \leq \operatorname{dist}\left(x_{j}, \operatorname{proj}(j)\right)
$$

Thus it suffices to prove that

$$
\begin{equation*}
\operatorname{dist}\left(x_{j}, \operatorname{proj}(j)\right) \leq \frac{100 s(j) \cdot \operatorname{cost}(X, V)}{\sum_{j \in[n]} s(j)} \tag{B.3}
\end{equation*}
$$

conditioned on $\mathcal{E}$. Let $G \subseteq[n]$ be the collection of $j$ such that flag $(j)=$ TRUE in Line 14. Observe that $|G|=n-T$ by Line 10 . We discuss the following two cases.

1) If $j \in G$, assume that $\operatorname{flag}(j)$ is set to be TRUE at the $i_{j}$-th round. We have the following

$$
\begin{array}{rlr}
\operatorname{dist}\left(x_{j}, \operatorname{proj}(j)\right) & \leq \operatorname{dist}\left(x_{j}, x_{j}^{\left(i_{j}\right)}\right)+\operatorname{dist}\left(x_{j}^{\left(i_{j}\right)}, \operatorname{proj}(j)\right) & \text { (triangle ineq.) } \\
& \leq r_{i_{j}}+\operatorname{dist}\left(x_{j}^{\left(i_{j}\right)}, \operatorname{proj}(j)\right) & (\mathcal{E})  \tag{E}\\
& =r_{i_{j}}+\operatorname{dist}\left(x_{j}^{\left(i_{j}\right)}, V\right) & \text { (Defn. of } \operatorname{proj}(j)) \\
& \leq \frac{1}{2} \operatorname{dist}\left(x_{j}, V\right)+\frac{3}{2} \operatorname{dist}\left(x_{j}, V\right) & \text { (Lemma 2.1.2) } \\
& =2 \operatorname{dist}\left(x_{j}, V\right) & \\
& =\frac{66 \cdot \frac{n \cdot \operatorname{dist}\left(x_{j}, V\right)}{\operatorname{cost}(X, V)} \cdot \operatorname{cost}(X, V)}{33 n} \\
& \leq \frac{100 s(j) \cdot \operatorname{cost}(X, V)}{\sum_{j \in[n]} s(j)} . & \text { (Lemma B.0.5) }
\end{array}
$$

2) If $j \notin G$, assume in Line 14, the variable $i=i^{*}$. We have the following

$$
\begin{align*}
& \operatorname{dist}\left(x_{j}, \operatorname{proj}(j)\right) \leq \operatorname{dist}\left(x_{j}, x_{j}^{\left(i^{*}\right)}\right)+\operatorname{dist}\left(x_{j}^{\left(i^{*}\right)}, \operatorname{proj}(j)\right) \\
& \leq r_{i^{*}}+\operatorname{dist}\left(x_{j}^{\left(i^{*}\right)}, \operatorname{proj}(j)\right)  \tag{E}\\
& =r_{i^{*}}+\operatorname{dist}\left(x_{j}^{\left(i^{*}\right)}, V\right) \\
& \leq r_{i^{*}}+\operatorname{dist}\left(x_{j}, x_{j}^{\left(i^{*}\right)}\right)+\operatorname{dist}\left(x_{j}, V\right) \\
& \leq 2 r_{i^{*}}+\operatorname{dist}\left(x_{j}, V\right)  \tag{E}\\
& \leq 2 r_{i^{*}}+12 r_{i^{*}} \\
& \leq \frac{66 \cdot \frac{7 n r_{i^{*}}}{\operatorname{cost}(X, V)} \cdot \operatorname{cost}(X, V)}{33 n} \\
& \leq \frac{66 \cdot \frac{20 n r_{i *}}{D} \cdot \operatorname{cost}(X, V)}{33 n}  \tag{1}\\
& \leq \frac{100 s(j) \cdot \operatorname{cost}(X, V)}{\sum_{j \in[n]} s(j)} \text {. } \\
& \text { (triangle ineq.) } \\
& \text { (Defn. of } \operatorname{proj}(j)) \\
& \text { (triangle ineq.) } \\
& \text { (Lemma 2.1.2) } \\
& \text { (Defn. of } s(j) \text { and Lemma B.0.5) }
\end{align*}
$$

Next, we define event $\mathcal{E}_{3}=\left\{\omega: \forall j \in[n],\left\|\tilde{x}_{j}-x_{j}\right\| \leq \frac{\varepsilon D}{50 n}\right\}$. Similar to the proof of Lemma 2.1.1, we have $\operatorname{Pr}\left[\mathcal{E}_{3}\right] \geq 1-\delta / 4$. Define event $\mathcal{E}=\left\{w: \mathcal{E}_{1} \cap \mathcal{E}_{2} \cap\right.$ $\mathcal{E}_{3}$ and Claim (B.2) succeeds $\}$. By the union bound, we have $\operatorname{Pr}[\mathcal{E}] \geq 1-\delta$. It suffices to prove that $\mathcal{S}$ is an $\varepsilon$-coreset conditioned on $\mathcal{E}$.

For any $S \in \mathcal{M}$, we have

$$
\begin{array}{lr} 
& \left|\sum_{j \in U} w\left(\tilde{x}_{j}\right) \operatorname{dist}\left(\tilde{x}_{j}, S\right)-\sum_{j \in U} w\left(\tilde{x}_{j}\right) \operatorname{dist}\left(x_{j}, S\right)\right|=\left|\sum_{j \in U} w\left(\tilde{x}_{j}\right)\left(\operatorname{dist}\left(\tilde{x}_{j}, S\right)-\operatorname{dist}\left(x_{j}, S\right)\right)\right| \\
\leq\left|\sum_{j \in U} w\left(\tilde{x}_{j}\right)\left\|\tilde{x}_{j}-x_{j}\right\|\right| & \text { (triangle ineq.) } \\
\leq \frac{\varepsilon D}{50 n}\left|\sum_{j \in U} w\left(\tilde{x}_{j}\right)\right| & \\
=\frac{\varepsilon D}{50 n}\left|\sum_{j \in U} \frac{\sum_{j \in[n]} s(j)}{t \cdot s(j)}\right| & \\
\leq \frac{\varepsilon D}{50 n}\left|\sum_{j \in U} \frac{\sum_{j \in[n]} s(j)}{t}\right| & (s(j) \geq 1) \\
\leq \frac{\varepsilon D}{50 n} \cdot 33 n & \text { (Defn. of } w\left(\tilde{x}_{j}\right)(0 \mathrm{~B} .4) \\
=O(\varepsilon) \cdot \operatorname{OPT} & \\
\leq O(\varepsilon) \cdot \operatorname{cost}(X, S) . & \text { (Defn. of OPT) B.0.5) } \tag{1}
\end{array}
$$

We also have

$$
\begin{align*}
& \left|\operatorname{cost}(X, S)-\sum_{j \in U} w\left(\tilde{x}_{j}\right) \operatorname{dist}\left(x_{j}, S\right)-\sum_{v \in V} w(v) \operatorname{dist}(v, S)\right| \\
= & \left|\operatorname{cost}(X, S)-\sum_{j \in U} w\left(\tilde{x}_{j}\right) \operatorname{dist}\left(x_{j}, S\right)-\sum_{v \in V}\left((1+10 \varepsilon)\left|P_{v}\right|-\sum_{j \in U \cap P_{v}} w\left(\tilde{x}_{j}\right)\right) \operatorname{dist}(v, S)\right| \\
\leq & \left|\operatorname{cost}(X, S)-\sum_{j \in U} w\left(\tilde{x}_{j}\right) \operatorname{dist}\left(x_{j}, S\right)-\sum_{v \in V}\left(\left|P_{v}\right|-\sum_{j \in U \cap P_{v}} w\left(\tilde{x}_{j}\right)\right) \operatorname{dist}(v, S)\right| \\
& +10 \varepsilon\left|\sum_{v \in V}\right| P_{v}|\cdot \operatorname{dist}(v, S)| \quad \quad \text { (triangle ineq.) }  \tag{B.5}\\
= & \left|\operatorname{cost}(X, S)-\left(\sum_{j \in[n]} \operatorname{dist}(\operatorname{proj}(j), S)+\sum_{j \in U} w\left(\tilde{x}_{j}\right) \operatorname{dist}\left(x_{j}, S\right)-\sum_{j \in U} w\left(\tilde{x}_{j}\right) \operatorname{dist}(\operatorname{proj}(j), S)\right)\right| \\
& +10 \varepsilon \sum_{v \in V}\left|P_{v}\right| \cdot \operatorname{dist}(v, S) \quad \quad\left(\operatorname{proj}(j)=v \text { if } j \in P_{v}\right) \\
\leq & \left.\varepsilon \operatorname{cost}(X, S)+10 \varepsilon \sum_{v \in V}\left|P_{v}\right| \cdot \operatorname{dist}(v, S) \quad \quad \text { (Claim (B.2) }\right) .
\end{align*}
$$

Combining Inequalities ( $\overline{\mathrm{B} .4}$ ) and ( $\overline{\mathrm{B} .5)}$, we have

$$
\begin{aligned}
& \left|\operatorname{cost}(X, S)-\sum_{v \in \mathcal{S}} w(v) \operatorname{dist}(v, S)\right| \leq\left|\sum_{j \in U} w\left(\tilde{x}_{j}\right) \operatorname{dist}\left(\tilde{x}_{j}, S\right)-\sum_{j \in U} w\left(\tilde{x}_{j}\right) \operatorname{dist}\left(x_{j}, S\right)\right| \\
& +\left|\operatorname{cost}(X, S)-\sum_{j \in U} w\left(\tilde{x}_{j}\right) \operatorname{dist}\left(x_{j}, S\right)-\sum_{v \in V} w(v) \operatorname{dist}(v, S)\right| \\
& \leq O(\varepsilon) \cdot \operatorname{cost}(X, S)+10 \varepsilon \sum_{v \in V}\left|P_{v}\right| \cdot \operatorname{dist}(v, S) .
\end{aligned}
$$

It remains to show that $10 \varepsilon \sum_{v \in V}\left|P_{v}\right| \cdot \operatorname{dist}(v, S)=O(\varepsilon) \cdot \operatorname{cost}(X, S)$ which implies that $\mathcal{S}$ is an $O(\varepsilon)$-coreset conditioned on $\mathcal{E}$. Then we have the following

$$
\begin{array}{rlr} 
& 10 \varepsilon \sum_{v \in V}\left|P_{v}\right| \cdot \operatorname{dist}(v, S) & \\
= & 10 \varepsilon \sum_{j \in[n]} \operatorname{dist}(\operatorname{proj}(j), S) & \text { (Defn. of } \operatorname{proj}(j)) \\
\leq & 10 \varepsilon \sum_{j \in[n]}\left(\operatorname{dist}\left(x_{j}, S\right)+\operatorname{dist}\left(x_{j}, \operatorname{proj}(j)\right)\right) & \\
\leq & 10 \varepsilon \cdot \operatorname{cost}(X, S)+10 \varepsilon \sum_{j \in[n]} \frac{100 s(j) \cdot \operatorname{cost}(X, V)}{\sum_{j \in[n]} s(j)} & \text { (Ineq. (B.3)) } \\
= & 10 \varepsilon \cdot \operatorname{cost}(X, S)+1000 \varepsilon \cdot \operatorname{cost}(X, V) & \\
= & 10 \varepsilon \cdot \operatorname{cost}(X, S)+O(\varepsilon) \cdot \operatorname{OPT} &  \tag{1}\\
\leq & O(\varepsilon) \cdot \operatorname{cost}(X, S), & \text { (Defn. of OPT) }
\end{array}
$$

which completes the proof of the correctness.
Finally, we prove the sample complexity. By Theorem 2.1.3, the number of samples for NoisyKmedian is $\tilde{O}_{\delta^{-1}}\left(d\left(n^{3} \mathrm{OPT}^{-2}+n\right)\right)$. Since the process from Line 4 to Line 13 is almost identical to Algorithm DisNATKP and $D=O(\mathrm{OPT})$, we can prove that the number of samples is $\tilde{O}_{\delta^{-1}}\left(d\left(n^{3} \mathrm{OPT}^{-2}+n\right)\right)$ by the same argument as in Lemma 2.1.1. From Line 21 to Line 24, the total number of samples is $m t=\tilde{O}_{\delta^{-1}}\left(d \varepsilon^{-4} k n^{2} \mathrm{OPT}^{-2}\right)$. It completes the proof.
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[^0]:    ${ }^{1}$ If either $k$ or $d$ is not constant, exhaustive search requires exponential time. If one cares about the running time, we can use other known polynomial time approximation algorithms, like BPRS (15).

[^1]:    ${ }^{2}$ Some work may allow the weight to be negative, but we require it to be nonnegative in our work.

[^2]:    ${ }^{3}$ In [39, Definition 8.1], $S \subset X$ is called a $(\gamma, \varepsilon)$-coreset if for every $C \in[X]^{k}, \gamma_{1} \geq \gamma$ and $\varepsilon_{1} \geq \varepsilon$, $\left(1-\varepsilon_{1}\right) \cdot \frac{1}{|X|} \mathcal{K}_{1}^{-\left(1-\gamma_{1}+\varepsilon_{1} \gamma_{1}\right)}(X, C) \leq \frac{1}{|S|} \mathcal{K}_{1}^{-\left(1-\gamma_{1}\right)}(S, C) \leq\left(1+\varepsilon_{1}\right) \cdot \frac{1}{|X|} \mathcal{K}_{1}^{-\left(1-\gamma_{1}-\varepsilon_{1} \gamma_{1}\right)}(X, C)$.

[^3]:    ${ }^{4}$ Note that their definition [39, Definition 8.1] is similar but slightly different to ours. However, considering the $(k, z)$-clustering problem with outliers, one can check that an $(\varepsilon \gamma / 4, \varepsilon)$-robust coreset in our Definition 1.2 .2 is a $(\gamma, \varepsilon)$-coreset in 39, Definition 8.1]. In fact, our defintion is more general. It is unclear whether their result applies to our definition.

[^4]:    ${ }^{5}$ Our definition of the dimension is the shattering dimension of a range space, which tightly relates to the VC-dimension (see for example [66]). In particular, if $\operatorname{dim}(\mathcal{F})$ is $t$, then the VC-dimension of $\mathcal{F}$ is bounded by $O(t \log t)$.

[^5]:    ${ }^{1}$ Note that this slight modification can be considered as a generalization from a fixed center to an uncertain center. The goal of the modification is to simplify the main algorithm in the next subsection.

[^6]:    ${ }^{2}$ If there are many such sets $V$, output an arbitrary one.

[^7]:    ${ }^{3}$ The proof of Theorem C. 2 in [36] has a mistake. The last equality should be $\|\Sigma-I\|_{F}^{2}=$ $n k^{2}\left(2 \epsilon^{2} / n\right)^{2}=4 k^{2} \epsilon^{4} / n=o(1)$. However, it does not affect the correctness of the theorem.

[^8]:    ${ }^{1}$ In fact, our definition is more general. It is unclear whether their result applies to our definition.
    ${ }^{2}$ Consider the $(\gamma, \varepsilon)$-coreset in [39, Definition 8.1]. Since an $(\varepsilon \gamma / 4,0)$-robust coreset is a $(\gamma, \varepsilon)$ coreset, our Lemma 3.1.4 implies that an $(\varepsilon \gamma / 8)$-approximation is a $(\gamma, \varepsilon)$-coreset.

[^9]:    ${ }^{3}$ The size stated in [39] is $O\left(k d \gamma^{-2} \varepsilon^{-4}\right)$. We defer interesting readers to [9, Section 5] to see why an additional $\log k$ factor is required.

[^10]:    ${ }^{4}$ Recall that in Euclidean space, $S$ is actually an $\left(\frac{\alpha}{2}, 0\right)$-robust coreset, but the weaker property is sufficient here.

